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signal denoising, for disease diagnosis
advantages and disadvantages, 104–105
approaches for, 100
empirical mode decomposition, 102–104
wavelet-based methods, 100–102
Simplified Acute Physiology Score (SAPS), 469–470
simulation optimization, in healthcare area vs. deterministic optimization, 307
gradient-search mechanism, 308
metaheuristic methods, 308
nonintelligent global search, 307, 308
Ranking and Selection, 307
single cardiac fiber, activation process of, 96
single-scale vs. multiscale recurrence analysis, 88
SIR. see systemic inflammatory response (SIR)
SIR model. see susceptible–infected–recovered (SIR) model
skin cutaneous melanoma (SKCM) data, 16–20
small-scale wavelets, 71
SMO algorithm. see sequential minimal optimization (SMO) algorithm
social media
analytics, 561–562
baseline of technology usage, 570–571
customer service, 555
descriptive statistics, 568–570
Facebook, 556
generalized linear model, 564
health and wellness objectives, 577–580
healthcare organizations, 558
health insurance plans, 556
health plan member population, 572–573
Health Steps campaign, 558
HumanaVille, 558
Internet technologies, 556
Life Game, 558
maximum-likelihood estimation, 565–566
mobile apps, 574–577
mobile usage, 571–572
Newton’s method, 566–567
online tools, 573–574
out-of-pocket medical expenses, 557
personal health management, 556
predictive models, 581–584
privacy and security concerns, 559–560, 580–581
survey design, 563–564
Text4baby, 559
Twitter, 556
user-generated content, 557
SOFA. see Sequential Organ Failure Assessment (SOFA)
solution search algorithms
global optimal solution search, 13–14
heuristic algorithm, for local optimal solution, 14–15
PC algorithm, 15–16
space–time physiological signals, multiscale recurrence analysis, 85–88
spatiotemporal ambulance demand estimation
artificial neural network, 398
Bayesian semiparametric mixture modeling, 399
Dirichlet processes, 399
downtown region of Toronto, 398–399
Gaussian mixture models, 399
model performance, 405–409
posterior log spatial densities, 403–404
posterior means and covariance ellipses, 403–404
spatial density intraweek, 398
spatiotemporal finite mixture modeling, 400–403
time-varying finite mixture model, 400
weekly seasonality, 399
spatiotemporal vectorcardiogram (VCG) signals, 81
SPIKES protocol, 508
stability analysis, 241
anti-inflammatory cytokines, medium effect of, 247
full model stability analysis, 245–247
monocyte subsystem stability analysis, 244–245
neutrophil subsystem stability analysis, 242–244
standardized patient (SP) methodology, 505
Standard Transplant Analysis and Research (STAR), 415
statistical ECG modeling, for disease detection
disease diagnosis techniques, 99, 111–115
ECG signal denoising, 100–105
feature extraction approach, 99, 106–111
preprocessing techniques, 99
stages of, 99, 100
waveform detection methods, 99, 105–106
statistical pattern classification, 160
statistical pattern recognition, 159
Stochastic Approximation (SA), 308
Stochastic Comparison (SC) algorithm, 308
stochastic cost frontier analysis (SCFA), 341
Stochastic Ruler (SR) algorithm, 308
sum of difference (SD) calculation, 103
supervised learning, 160
support vector machine (SVM), 114–115, 191–193
SVM. see support vector machine (SVM)
sympathetic nervous system (SNS), 107
Synchrony respiratory tracking system, 196
system dynamic mathematical model (SDMM), 223–224
systemic inflammatory response (SIR), 221

TABU list, 14, 15
Takens’ delay embedding theorem, 60, 62
TCGA Data Portal, 16–17
TCGA data types, 17
team work, in primary care, 363
temporal ambulance demand estimation
day-of-week effects, 392
demand pattern, 391–392
dynamic latent factor structure, 392
factor modeling, 393–395
Gaussian autoregressive moving-average model, 391
notation, 392–393
parsimonious modeling, 391
time series models, 395–398
10-fold cross-validation, 274
Text4baby, 559
The Cancer Genome Atlas (TCGA) project, 7
therapeutic ancillary services, 349
30-day hospital readmissions, heart failure patients
AdaBoost, 444
binary classification problem, 459
clinical patient data, 444–445
Cox regression, 458
effect of iterative predictions, 457
effects of attribute sets, 445–446
evaluation measures, 455
feature selection, 441–442
healthcare costs, 457
healthcare quality, 459
highest intensity interventions, 440
intervention recommendation, 453–454
missing value imputation, 442
Naive Bayesian classifier, 442–443
overall intervention pipeline, 447–448
overall prediction pipeline, 441
parameter learning, 451–452
post-discharge interventions, 440
pre-discharge and post-discharge modeling, 445–446
recommendation rule generation, 452–453
reducing class imbalance, 442
statistical significance of quality results, 455–456
structure learning Bayesian network, 448–451
support vector machine, 443
Washington State inpatient databases, 454–455
3-lead VCG signals, 85–87
time-delay reconstruction, 62
time-domain algorithms, 81
time–frequency representation (TFR), 70
topological dimension, 65
Toronto’s ambulance demand, 390
tracking problem, 197
transcription process, 3
translation process, 3
traveling salesman problem (TSP), 14
triadic Cantor set, 69–70
trimodality therapy, 199

tumor motion modeling, with respiratory surrogates, 211–215
Cyberknife Synchrony system, 211–212
prediction error summary, 212, 213
tumor positions prediction, 212–214

tumor necrosis factor-\(\alpha\) (TNF-\(\alpha\)), 222
tumor positions prediction modeling for, 212
results, 212–214

12-lead ECG recording system, 97
two-class classification tracking problem, 197

upward referral policy, 304

US hospitals
activity-based modeling, 344–351
acute care hospital, 338
adjusted patient days, 340
classification rules, application of, 355–358
community hospitals, 338
cost-efficiency measure, 341
count by control type, 337, 338
create your own pathway approach, 342
data envelopment analysis, 341
electronic health records, 342

emergency department visits, 264
equivalent patient units, 340, 341
functional relationships, 338, 339
Grady Hospital (see Grady Hospital)
hospital operation data sources, 342
long-term rehabilitation, 337

reimbursement rates, 343
resource usage, 338
resource use profile, 351–357
short-term acute care, 337
size class, 337
stochastic cost frontier analysis, 341
structural classification, 337–339
systemic inefficiencies, 264

US News and World Report ranking, 335

variable-length wavelet function, 71, 72

verbal communication-based data analysis, 517

Washington State inpatient databases, 454–455
waveform detection, for disease diagnosis, 99
description, 105
QRS detection algorithm, 105–106

wavelet-based methods, for ECG denoising, 100–102

wavelet functions, 70
wavelet packet decomposition (WPD), 79, 80
wavelet transform modulus maxima (WTMM)
method, 72–75

weighted goal programming technique, 306–307
white noise, 105

Z-transform statistics, 15