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modified discrete crossover, 683–4, 684, 685
random shock mutation, 684, 685, 686
sum of squared errors, 682
topology and operation, 682
odds ratio (OR)
assumptions
capnet variable, 379–81, 380
churn overlay, 377–9, 378, 378–9
customer service calls, 377–9, 378, 378–9
continuous predictor (see continuous predictor)
dichotomous predictor (see dichotomous predictor)
estrogen replacement therapy, 365
interpretation, 364–5
polychotomous predictor (see polychotomous predictor)
relative risk, 365
response variable, 365
zero-count cell, 381, 381–3
overfitting
complexity model, 163, 163–4
provisional model, 163, 163
partitioning variable, 166–7, 169
PCA see Principal components analysis (PCA)
polychotomous predictor
certainty interval, 370, 372–3
estimated probability, 369, 370–371
medium customer service call, 369, 370–371
reference cell encoding, 369, 369–70
standard error, 372
Wald test, 371–2
principal components analysis (PCA)
communality, 101, 103, 108–10
component matrix, 98–9, 101
component size, 106
component weights, 107–8, 108
coordinate system, 94
correlation coefficient, 94–5
correlation matrix, 98, 100
covariance matrix, 94
data set partitioning, 732–3, 733
eigenvalues, 95–6, 102
eigenvectors, 95–6
geographical component, 99, 100, 106
housing median age, 105, 106–7, 107
input variables, 733–4, 734
linear combination, 93–4
low communality predictors, 734, 734, 736
matrix plot, 98, 99
median income, 105, 106–7, 107
multiple regression analysis, 98
orthogonal vectors, 101–2
principal component profiles, 737–42
rotated component matrix, 737, 738, 739
scree plot, 103–5, 104, 105
standard deviation matrix, 94
validation, 110, 110
variance proportion, 99, 101, 101, 103
profits charts, 512–14, 513–15
propensity averaging process
evaluative measures, 663, 664
histogram model, 663, 663
propensity averaging process (Continued)
m base classifiers, 661
processing steps, 661, 662
pseudo-\( F \) statistic method
clustering model, 591
distribution, 592
Iris data set, 592–3
R code, 598
SSB and SSE, 590
regression modeling
ANOVA table, 186, 186, 187
baseline model, 168
Box–Cox transformation, 220
cereals data set, 171–2, 172
coefficient of determination, \( r^2 \)
data points, 179–80, 180
distance and time estimation, 179, 179
estimation error, 180, 181
maximum value, 182
minimum value, 182
predicted score column, 179, 179
prediction error, 178–9
predictor and response variables, 182
predictor information, 179
residual error, 178–9
sample variance, 180
standard deviation, 180
sum of squares regression, 181–2
sum of squares total, 180–181, 181
Cook’s distance, 193–5, 195–6
correlation coefficient, \( r \)
confidence interval, 208, 208–10, 209
linear correlation, 186
negative correlation, 185
positive correlation, 185
quantitative variables, 184

dangers of extrapolation
chocolate frosted sugar bombs, 177
observed and unobserved points, 177
policy recommendations, 178
prediction error, 177–8
predictor variable, 177
end-user
confidence interval, 210
prediction interval, 211–13, 214
field values, 172
high leverage point
characteristics, 191
distance vs. time, 189, 190
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mild outlier, 192–3, 193
observation, 192–3
regression results, 191–2, 192
standard error, 192, 193
inference, 203–4
least-squares estimation
error term \( \varepsilon \), 174
estimated nutritional rating, 176–7
nutritional rating vs. sugar content, 172–3
prediction error, 173
statistics, 175–6, 176
sum of squared errors, 174–5
\( y \)-intercept \( b_0 \), 176–7
linearity transformation
bulging rule, 215, 216, 217
log transformation, 218, 218
point value vs. letter frequency, 215, 216, 217
response variable, 213–14
Scrabble\textsuperscript{®}, 214–15, 215
square root transformation, 217, 217
standardized residual, 218, 218, 219, 219
normal probability plot
Anderson–Darling (AD) statistics, 199–200, 200
assumptions, 201–3, 202
chi-square distribution, 198–9, 199
distance vs. time, 200, 216
horizontal zero line, 200–201, 201
normal distribution, 198, 200, 200
\( p \)-value, 199–200, 200
Rorschach effect, 202
uniform distribution, 198–9, 199
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Minitab, 187, 188
nutritional rating vs. sugars, 186, 188
positive and negative values, 188–9
standardized residuals, 188
population regression equation
assumptions, 197
bivariate observation, 195–6
constant variance, 197, 197–8
true regression line, 197, 197–8
\( R \) code, 220–226
regression equation, 172–3
standard error
mean square error, 183
standard deviation, response variable, 179, 183–4
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time and distance calculation, 184
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confidence interval, 206–7, 207
null hypothesis, 205
nutritional rating vs. sugar content, 205–6, 206
p-value method, 205–6
sampling distribution, 205
response charts, 511, 512
return-on-investment (ROI) charts, 514, 516
scatter plot, 710, 779
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processing steps, 626, 626
target variable, 166–7, 169
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user-defined composites
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definition, 118
houses data set, 118–19
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measurement error, 118
summed scales, 117
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variable selection method
all-possible-regression, 269–70
backward elimination, 268
best subsets method, 269
forward selection, 268
gas mileage data set (see gas mileage prediction)
partial F-test, 266–7, 267
stepwise regression, 268–9
Waikato Environment for Knowledge Analysis (WEKA)
Bayesian belief networks
Explorer Panel, 441, 442
prior probabilities, 442, 443
test set predictions, 442–4, 443
Waikato Environment for Knowledge Analysis (WEKA) (Continued)
explorer panel, 400, 400
genetic search algorithm
AttributeSelectedClassifier, 689, 689–90, 690
class distribution, 684, 687
initial population characteristics, 690, 691
Preprocess tab, 684, 687
WrapperSubsetEval, 688, 689, 690

Naïve Bayes
ARFF, 432, 433
conditional probabilities, 434, 435
Explorer Panel, 432, 434
load training file, 432
test set predictions, 434–6, 435
RATING field, 399
regression coefficients, 400–401, 401
test set prediction, 401–2, 402
training file, 398–9, 399