1.1 INTRODUCTION

The basic facts about DNA are widely known and often repeated in general texts, for example, that its fundamental role is to store the blueprint for proteins, the machinery of life. The purpose of the Human Genome Project some years back was to read this information. Many people are also able to pick out the double helical DNA from molecular mugshots and explain that a key feature of the double helix is that it contains its own carbon copy, or rather a matrix of renewal by which the protein recipes are multiplied and handed down through the generations.

However, the situation is less clear when it comes to precise knowledge of how DNA behaves and interacts on the molecular level, for example, how DNA is neatly tucked away in the cell nucleus, or reversely how relevant genetic information is unraveled and presented to the translational machinery. A deeper understanding can be approached from two sides: from the specific chemical nature that makes DNA truly unique or from the generic properties of a larger group of molecules of which DNA is a member. This chapter is an introduction to the latter approach, focusing on the fact that DNA is a polyelectrolyte, as are many other biomolecules. Thus the purpose of this chapter is to discuss basic features of polyelectrolytes and to illustrate how they can be useful in a biological context in general, and not only where DNA is involved.

1.2 POLYELECTROLYTES AND BIOLOGICAL FUNCTION

A simple electrolyte or salt, such as NaCl, consists of positive and negative charges that can be separated when dissolved in water. The same is true for a polyelectrolyte, but the difference is that either the positive or the negative charges are joined together to form
a highly charged molecule. This is illustrated schematically in Figure 1.1. Polyampholytes are also large charged molecules, but they contain both kinds of charges and can be net electroneutral. Polyelectrolytes and polyampholytes can be characterized as either strong (quenched), having a fixed charge distribution determined only by the chemical sequence, or weak (annealed), having charges that can move within the molecule and respond to the surrounding conditions, such as the pH of the solution. This is similar to characterizing an acid or a base as strong or weak. In other words, weak polyelectrolytes are weak polyacids or polybases and synthetic examples are poly(acrylic acid) and poly(vinylamine).

Many biomolecules are polyelectrolytes, and this is no coincidence because life on a molecular level is an aqueous solution of many components that need to be water soluble and interact in a controllable fashion. For example, proteins are usually polyampholytes with both acidic and basic groups, while DNA and RNA are strong polyelectrolytes.

Some of the naturally occurring polysaccharides are also polyelectrolytes, for example, alginites, hyaluronan, and pectin. There are also polyelectrolytes obtained by modification of natural polysaccharides, such as carrageenans and carboxymethylcellulose. Many polysaccharides (both charged and non-ionic) are used technically as thickeners, gelling agents, and emulsion stabilizers. In a biological context, they can serve similar functions, namely to generate structural viscoelastic elements. For example, hyaluronan is a major component in the vitreous body of the human eye, in synovial joint fluid, and in the comb of a rooster. The polysaccharides are too large to escape their compartment, and when they are charged, the counterions will be retained to maintain electroneutrality. For entropic reasons, water wants to enter the compartment to dilute its contents and the counterions boost the osmotic effect. The superabsorbents in diapers are polyelectrolyte gels, and they work in the same way. The high water content in the polysaccharide-rich parts of the body creates a gelatinous consistency, which may act as a shock-absorbing and lubricating material in the joints. “Viscoelastic water” is also a good way to fill a volume, especially if it needs to be clear as in the eye.
However, higher biological functions require a bit more than a modification of solution properties. To gain a more specific structure and functionality, hydrophobic groups are often needed, which can make it difficult to maintain the water solubility of the molecule and prevent aggregation, especially since the more advanced molecules need to be big. The solution to dissolution is to give these macromolecules a big dose of charge. This helps solubility not so much because each charge makes a molecule more hydrophilic but because it contributes a counterion that can explore the solution on its own and give the dissolved polyelectrolyte lots of entropy. More counterions means more entropy. Furthermore, charging the molecule can prevent aggregation by electrostatic repulsion, but it can also have the opposite effect when desired, by forming complexes with oppositely charged molecules. This can be large aggregates, such as DNA wrapping around histone complexes to form nucleosomes in chromatin, or small aggregates, such as ions binding to specific sites in proteins.

The electrostatic interactions are long ranged, as opposed to hydrophobic interactions, and they can be moderated. Weakly acidic or basic groups can have their charges turned on and off by shifts in the pH, and an increase in the ionic strength reduces the range of the electrostatic interaction, repulsive as well as attractive. The latter is the main salt effect if the ions that contribute to the ionic strength are monovalent. If there are multivalent counterions, correlations give rise to an attractive interaction between similarly charged objects or parts of the same molecule [1–10]. For example, DNA can be compacted with the so-called polyamines spermidine and spermine, which carry charges of +3 and +4, respectively [11–24]. Note that, in the context of polyelectrolytes, a better name for these polyamines would be oligoamines because they are rather small compared to the other molecules that we give the attribute “poly” to indicate that they are composed of many monomeric units. The polyamines are ubiquitous in prokaryotic and eukaryotic cells. They interact, for example, with DNA and RNA and have an essential role in cell growth and cell death, but much of their function on a molecular level remains unclear [25,26]. However, for the compaction of DNA the main effect is ion correlations, since other multivalent ions, such as Co(NH$_3$)$_6^{3+}$ [15,18,19,27–31], Cr(2, 2$'$ bipy)$_3^{3+}$ [19], and Fe$^{3+}$ [32], can also act as condensing agents and an excess of monovalent salt can decompact the molecules [9,13,15].

In short, by adding charge to molecules, nature gains an enormous amount of possibilities and life as we know it would be impossible without polyelectrolytes.

### 1.3 ELECTROSTATIC INTERACTIONS

#### 1.3.1 Ion Distributions and the Poisson–Boltzmann Equation

For a highly charged polyelectrolyte at a finite concentration, it is not entirely true that the counterions wander off on their own; in fact the opposite charge still holds a mutual attraction that creates an ion atmosphere around the polion. This is known as an electrical double layer and a common way to calculate the ion distribution is to use the
Poisson–Boltzmann (PB) equation,
\[
\nabla^2 \psi(r) = -\frac{e}{\epsilon_r \epsilon_0} \sum_i z_i n_{i,0} e^{-\beta \varepsilon_0 \psi(r)},
\]
(1.1)
where \( \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \) is the Laplace operator, \( r \) is the coordinate of a point in the solution, \( e \) is the elementary charge, \( \epsilon_r \) is the dielectric constant of the solution, and \( \epsilon_0 \) is the permittivity of vacuum. \( \beta \equiv 1/k_B T \), with \( k_B \) being Boltzmann’s constant and \( T \) the absolute temperature. \( k_B T \) is a measure of the available thermal energy. The PB equation is obtained by relating the charge density \( \rho_c(r) \) in the diffuse part of the double layer to the electrostatic potential \( \psi(r) \) through Poisson’s equation,
\[
\nabla^2 \psi(r) = -\frac{\rho_c(r)}{\epsilon_r \epsilon_0},
\]
(1.2)
and making the approximation that the ion species \( i \) with valencies \( z_i \) are Boltzmann distributed with respect to the electrostatic potential without considering ion–ion correlations. This means that the local number density of ion \( i \) is
\[
n_i(r) = n_{i,0} e^{-\beta \varepsilon_0 \psi(r)},
\]
(1.3)
where \( n_{i,0} \) is the number density at a point where \( \psi(r) = 0 \). Adding up \( z_i n_i(r) \) for all ion species gives the distribution of net charge, \( \rho_c(r) \), and transforms (1.2) into (1.1). The Poisson–Boltzmann equation represents a mean-field theory, since the ions in the diffuse part of the double layer only affect each other through their average contributions to the mean-field potential. Despite the simplifying neglect of ion–ion correlations, the PB equation is generally cumbersome to solve and even simple geometries require numerical solutions, except in special cases.

The equation itself is general. In order to solve it, a model with boundary conditions has to be defined. Since polyelectrolytes are somewhat extended and stiffened by the internal electrostatic repulsion, the usual choice of model is a charged cylinder. A straight cylinder might be a crude representation of thin, flexible polyelectrolytes, but it seems like a natural choice for DNA, which is stiff over contour lengths on the order of 500 Å and more or less has a cylindrical cross section with a radius of about 10 Å. Note, however, that very long DNA would qualify as thin and flexible.

With the Laplace operator written in cylindrical coordinates, the PB equation becomes
\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{d\psi(r)}{dr} \right) = -\frac{e}{\epsilon_r \epsilon_0} \sum_i z_i n_{i,0} e^{-\beta \varepsilon_0 \psi(r)}.
\]
(1.4)
If the charge is smeared on the surface of the cylinder, the boundary condition for the potential at the surface, at \( r = a \), is given by Gauss’s law
\[
\frac{d\psi(r)}{dr} \bigg|_{r=a} = -\frac{\sigma}{\epsilon_r \epsilon_0} = \frac{e}{2\pi \epsilon_r \epsilon_0 ab},
\]
(1.5)
where $\sigma$ is the surface charge density. The second equality represents a negatively charged surface with $\sigma = -e/2\pi ab$, where $e/b$ is the linear charge density (a unit charge distributed over a length $b$) along the cylinder.

To treat a finite polyelectrolyte concentration, a cell model is often used, where the charged cylinder and surrounding ions are enclosed in a larger cylinder with a radius $R$, centered on the polyelectrolyte axis. The fact that the system is electroneutral gives a second boundary condition

$$\frac{d\psi(r)}{dr} \bigg|_{r=R} = 0. \quad (1.6)$$

The electroneutrality also means that the net charge in the diffuse part of the double layer should have the same magnitude as the polyelectrolyte charge and the opposite sign,

$$2\pi \int_{a}^{R} \rho_e(r) r dr = -2\pi \sigma a = \frac{e}{b}, \quad (1.7)$$

which can be used as an alternative boundary condition. Once again the last equality is for a negatively charged surface.

The salt-free case, which is when the cell only contains the counterions that neutralize the surface, can be solved analytically [33,34]. Another special case, the Gouy-Chapman case, is a charged surface in equilibrium with a bulk salt solution. In the cell model this corresponds to letting $R$ go to infinity with $\lim_{R \to \infty} \psi(R) = 0$ and $n_{i,0}$ representing the concentration of the bulk salt. This has to be solved numerically for a cylinder. Figure 1.2 shows the magnitude of the electrostatic potential outside a charged cylindrical shell at two charge densities and two bulk concentrations of salt, as well as the corresponding charge distribution in the diffuse part of the double layer. The radius of the cylinder is set to 10 Å. With the higher linear charge density of one unit charge every 1.7 Å, this roughly corresponds to DNA (upper curve in each pair in the figure), which is highly charged. The lower charge density is one unit charge per Bjerrum length, which is also a relatively high linear charge density. The Bjerrum length,

$$l_B = \frac{e^2}{4\pi \epsilon_r \epsilon_0 k_B T}, \quad (1.8)$$

is a measure of the strength of electrostatic interactions, depending on the dielectric constant, $\epsilon_r$, and the temperature, $T$. In water at room temperature $l_B \approx 7.15$ Å.

Lowering the charge density obviously lowers the magnitude of the potential, but increasing the salt concentration also reduces the potential outside the cylinder, as can be seen in Figure 1.2, which shows the results for 10 mM (solid lines) and 100 mM (dashed lines) 1:1 salt. The charge density in the diffuse part of the double layer is due to the redistribution of ions, as shown in Figure 1.3. Although the coions contribute to a net charge by being repelled, the main effect is an increase in the counterion concentration in the neighborhood of the cylinder. Note that the volume of a cylindrical shell at a distance $r$ from the cylindrical surface increases as $r$ increases (the volume increases as $(a + r)^2$, where $a$ is the cylinder radius), which means that the number of ions corresponding to a certain concentration is not as high close to the surface as
further out. At higher salt concentrations there are more ions available, which makes the redistribution of ions to create a charge distribution less of a perturbation to the entropically preferred even ion distribution. The cylindrical charge can then be neutralized over a shorter distance and the double layer becomes thinner. The very existence of a double layer is an important characteristic of polyelectrolytes. For the cylinder it represents an effective radius, since the thickness of the double layer determines the range of the electrostatic interactions, and also because the ions in the diffuse part hinder the solvent when there is a flow. Both types of interactions affect the viscosity of the solution. We will return to this point later.

Yet another way to reduce the electrostatic potential is to increase the valency of the counterions, as illustrated by Figures 1.4a and 1.5a. These figures show comparisons between 1:1, 2:1, and 4:1 salts, where the bulk concentrations of
countercharges $l z_i l c_i$ are the same. The higher the valency, the larger is the amount of countercharge drawn close to the cylinder, and the neutralizing atmosphere becomes less extended, reducing the potential faster in terms of distance from the cylinder. It might be tempting to describe the effect as a result of increasing the ionic strength and put it on par with an increase in a $1:1$ salt, since the ionic strength depends quadratically on ion valency,

$$I = \frac{1}{2} \sum_i z_i^2 c_i,$$

where $c_i$ is the molar concentration of species $i$. However, the change in $I$ would be the same if it were the coion valency that changed, but this has very little effect on the electrostatic potential and the charge distributions, as can be seen in Figures 1.4b and 1.5b. Another way to see the dominance of polyion–counterion interactions, as opposed to polyion–coion interactions, is by the fact that the counterion activity is

![Figure 1.3 Poisson-Boltzmann results for the concentration of counterions (upper curves) and coions (lower curves) at a distance $r$ from a charged cylinder with a $10 \text{ Å}$ radius in equilibrium with a $10 \text{ mM}$ (a) and $100 \text{ mM}$ (b) bulk solution of a $1:1$ salt (Notice the difference in scale on the y-axes.) Solid lines correspond to a linear charge density of one unit charge per $1.7 \text{ Å}$, which corresponds to DNA, and dashed lines one charge per Bjerrum length ($7.15 \text{ Å}$).](image-url)
much more affected by the presence of the polyion than the coion activity. Simulations of polyelectrolytes with monovalent ions have shown that it is possible to define an effective ionic strength based on the counterion activity [35], as suggested experimentally by studies of polyelectrolyte viscosity using Manning theory to predict the proper ionic strength for the isoionic dilution method [36–39].

Although they serve to prove a point, the Poisson–Boltzmann results for multivalent ions should not be taken too literally. This is because the neglected ion–ion correlations become important for multivalent ions and higher concentrations. Modified Poisson–Boltzmann theory, which has also been applied to cylindrical geometry [40–42], strives to correct for the shortcomings of the original theory. Monte Carlo simulations have demonstrated that the modified theory is an improvement [43], but it comes at the cost of a more complicated set of equations.

**Figure 1.4** Poisson-Boltzmann results for the dimensionless electrostatic potential at a distance \( r \) from a negatively charged cylinder with a 10 Å radius and a linear charge density of one unit charge per 1.7 Å for (a) 1 : 1 (solid lines), 2 : 1 (dashed curves), and 4 : 1 (dotted lines) salts and (b) 1 : 1 (solid lines), 1 : 2 (dashed curves), and 1 : 4 (dotted lines) salts with bulk concentrations 10 mM, 5 mM, and 2.5 mM, respectively. In short, the valency of counterions (a) and coions (b) are varied, while the bulk concentrations of charges remain constant.
1.3.2 Debye–Hückel Theory

If we dial back to monovalent ions and weak electrostatic potentials, the Poisson–Boltzmann equation may be linearized,

\[ \nabla^2 \psi(r) = \frac{e^2}{\epsilon_r \epsilon_0 k_B T} \sum_i z_i^2 n_i,0 \psi(r) = \kappa^2 \psi(r). \tag{1.10} \]

This is the starting point for Debye–Hückel (DH) theory [44], and \( \kappa \) is known as the Debye screening parameter. In an excess of a 1:1 salt, which means that the concentration of the polyelectrolyte is so low that its own counterions can be ignored,
the Debye parameter can be expressed in terms of the salt concentration, \( c_s \),

\[
\kappa^2 = \frac{e^2}{\epsilon_r \epsilon_0 k_B T} \sum_i z_i^2 n_{i,0} = 4\pi l_B \sum_i z_i^2 N_A c_i = 8\pi l_B N_A c_s,
\]

(1.11)

where \( N_A \) is Avogadro’s number. Note that \( \kappa^{-1} \) has the unit of length, and it is a measure of the range of the electrostatic interactions after the ion atmosphere has been taken into account. It is therefore often referred to as the screening length.

Within the Debye–Hückel approximation the cylindrical case can be solved analytically. The Debye–Hückel potential outside an infinitely long negatively charged cylinder of radius \( a \) is [45,46]

\[
-e \beta \psi(r) = \frac{2l_B}{b} \frac{K_0(\kappa r)}{\kappa a K_1(\kappa a)},
\]

(1.12)

where \( b \) is the axial length per unit charge and \( K_0(x) \) and \( K_1(x) \) are modified Bessel functions of the second kind.

Figure 1.6 shows a comparison between the potentials obtained with the Poisson–Boltzmann equation and the Debye–Hückel approximation. For high charge densities and low salt concentrations, the latter performs poorly. This is because DH theory is a linear response theory, while the PB equation takes into account a nonlinear accumulation of counterions (see Figure 1.7), which reduces the electrostatic potential. For lower charge densities and higher salt concentrations, the nonlinear effects become less significant and the DH approximation becomes increasingly good. Expressed differently, lower charge densities and higher salt concentrations reduce the potential, which eventually makes the linearization of the PB equation a valid approximation.

---

**Figure 1.6** Same as Figure 1.2a, but with the Debye–Hückel results (upper curve in the related pairs) added for comparison.
Note, however, that higher salt concentrations also mean more ion–ion correlations and when they are significant, the PB equation itself becomes questionable as an approximation.

With the computer power of today, it is not really a problem to calculate potentials and ion distributions around rigid geometries like a cylinder or even more detailed models of polyelectrolytes by solving equations numerically or by performing simulations. The great advantage of the DH approximation is instead in the study of flexible molecules.

The DH solution to the Gouy–Chapman case ($\lim_{R \to \infty} \psi(R) = 0$) for a sphere with radius $a$ is

$$\psi(r) = \frac{ze e^{-\kappa(r-a)}}{4\pi\varepsilon_r\varepsilon_0r(1+\kappa a)},$$

\(1.13\)

**Figure 1.7** The Poisson–Boltzmann charge distributions from Figure 1.2b together with the corresponding Debye–Hückel results as marked. The linear charge densities are one unit charge per (a) 1.7 Å and (b) 7.15 Å.
where $ze$ is the charge of the sphere. If we let $a \to 0$, we get the result for a point ion

$$\psi(r) = \frac{ze e^{-kr}}{4\pi \epsilon_0 r}, \quad (1.14)$$

which may be expressed as a pair potential for two point charges $i$ and $j$,

$$u_{ij}(r) = z_i z_j \frac{e^{-kr}}{4\pi \epsilon_0 r} = k_B T z_i z_j \frac{l_B e^{-kr}}{r}. \quad (1.15)$$

This is known as the screened Coulomb potential, and by comparison with the ordinary Coulomb potential,

$$u_{ij}(r) = k_B T z_i z_j \frac{l_B}{r}, \quad (1.16)$$

it is clear how $\kappa$, through the exponential factor, reduces the strength of the interaction and how $\kappa^{-1}$ represents a length over which the (screened) electrostatic interactions remain significant. Furthermore, since (1.15) represents the interactions between two charges with their ion atmospheres taken into account and $\kappa$ is a function of the salt concentration (see Eq. (1.11)), the screened Coulomb potential makes it possible to study salt effects without treating the free ions explicitly. For example, it is enough to express the conformational properties of a flexible polyeion as functions of $k$. This is why most theories for flexible polyelectrolytes use the Debye–Hückel approximation. It is also a great time-saver for simulations, since only the interactions between polyeion charges have to be calculated to find the electrostatic energy when averaging over conformations.

However, as noted above, the Debye–Hückel approximation has its limitations. In particular, it cannot handle very large charge densities, which would produce a nonlinear accumulation of counterions. A common approach to deal with the nonlinearity, while retaining the simplicity of Debye–Hückel theory, is to apply Manning theory [47–50]. Conceptually it belongs to two-phase theories, where the polymer domain and the bulk solution are treated separately and ions may distribute themselves between the two “phases” [51–56]. There are two basic elements in Manning theory [57]. First, the linear charge density, expressed dimensionlessly as

$$\xi = \frac{l_B}{b}, \quad (1.17)$$

with $b$ being the distance between unit charges, has a critical maximum value

$$\xi_{max} = \frac{1}{|z_1|}, \quad (1.18)$$

where $z_1$ is the valency of the counterions (assuming a single kind). Thus, for monovalent counterions, the maximum value is 1. If a polyeion by itself has a higher charge density, a certain fraction of the counterions from the polyelectrolyte will be associated with the polyeion, so that the combined charge density will be reduced to $\xi_{max}$. This is known as Manning condensation. Note that the “condensed” ions are not considered to be bound to sites on the polyeion, only confined to a certain volume around it [48,49,50].
Second, the remaining counterions and other free ions from any added salt can be treated within the Debye–Hückel approximation given the effective charge of the polyion and its “condensed” counterions. For example, the interactions between charged sites on a highly charged polyion ($\xi > \xi_{max}$) are calculated with the screened Coulomb potential as if the polyion had a linear charge density of $\xi_{max}$ and the concentrations of free ions that make up $\kappa$ do not include the ions associated with the polyion. On the other hand, if the polyion is weakly charged ($\xi \leq \xi_{max}$), the Debye–Hückel approximation is used without modification.

From a theoretical point of view, the details of Manning theory, for example, the all-or-nothing association at a critical value of $\xi$, are open to debate [35,58–61] and Manning has responded to the criticism [50,57,62,63]. Regardless of the nature of its approximations, a theory can still be useful if it has the ability to predict experimental results. Manning has presented a number of experimental cases that show the critical behavior [62], and in comparison with experiments, the theory appears to be able to predict colligative properties, such as osmotic coefficients [47], but is much less successful in describing titration curves of polyelectrolytes [64,65], which involves intramolecular interactions. As was mentioned above, Manning theory has been able to produce counterion activities that successfully predict the proper ionic strength for the isoionic dilution method in studies of polyelectrolyte viscosity [36–39]. A problem is that a Debye–Hückel type of approach is not able to separate the activities of counterions and coions because the ions are lumped together in $\kappa$, and can at best give the mean activity coefficient. Simulations indicate that for certain concentrations and charge densities, the theory gives the correct value anyway, because of a cancellation of errors [35].

Applied to DNA condensation, Manning theory [66], or a modified version thereof [14], has been found consistent with experiment in that it gives a constant value of circa 90% for the degree of neutralization required to collapse DNA despite varying ionic conditions [14,15,17,18,27], although some variation in the theoretical neutralization as a function of ionic concentrations has also been observed [19]. Gel electrophoresis of DNA has also shown that the ratio of electrophoretic mobilities in the presence of multivalent counterions and monovalent, respectively, at the same ionic strength is in very good agreement with the ratio of the effective charge of DNA given by the theory [67]. It is sometimes mentioned that Manning theory, which only separates ions by valency, is not able to reproduce ion specific effects, such as the difference in efficiency between the trivalent polyamine spermidine and Co(NH$_3$)$_6$$^{3+}$ as condensing agents for DNA [15,18] (see Chapter 12 of this volume), but that would be to ask too much given the level of approximation.

To summarize, despite theoretical objections, Manning theory has proved useful as a simple way to calculate certain ionic effects, for example, colligative properties, at least in specific cases.

1.4 SOLUTION PROPERTIES

One of the main features of polymers in solution is that they have an effective size that is much larger than their mass would imply, compared to a compact sphere of a similar material. This is provided that they do not curl up to compact globules, of course, like
most proteins do. A flexible chain whose segments are soluble explores different conformations, which means that it is on average rather spread out, and for polymer–polymer interactions and polymer–solvent interactions in a hydrodynamic context, it is the whole polymer domain that counts, as illustrated in Figure 1.8. Thus a small amount of material can increase the viscosity substantially. The effect is larger, the longer the polymer chain (i.e., the higher the degree of polymerization) because longer chains can explore larger volumes.

Another consequence is that polymer solutions have different concentration regimes, illustrated by Figure 1.9. In between the dilute and concentrated regimes, there is a special regime, known as the semidilute regime. The dilute and semidilute regimes are divided by the overlap concentration, defined as the point where the total concentration of the polymer solution is the same as in the polymer domain. The radius

---

**Figure 1.8** Schematic illustration of special features of charged polymers in solution: (a) Polymer, large effective size with low density; (b) electrostatic interactions extend the chain and increase the effective size with respect to other polyions; (c) counterions increase solubility and form the diffuse part of the electrical double layer (increase of effective dimensions with respect to the solvent).

**Figure 1.9** Schematic illustration of polymer solutions in (a) the dilute regime and (b) the semidilute regime close to the overlap concentration.
of gyration, $R_G$, is often used as a rough measure of the size of the polymer domain. An estimate of the overlap concentration, expressed as a monomer concentration, is then

$$c_p^* = \frac{3N}{4\pi R_G^3 N_A},$$

(1.19)

where $N$ is the number of monomers per chain or the degree of polymerization. Here it is assumed that $N$ is known and $c_p^*$ is expressed as a molar concentration, which is all right in theory and for the many biological molecules that are monodisperse. However, polymers in general are polydisperse, meaning they consist of a mixture of different chain lengths and then it is experimentally more convenient to replace $N/N_A$ with an average molecular mass and express $c_p^*$ as a mass concentration.

In the dilute regime the polymer domains are on average separated, and they interact as individual molecules. As the concentration is increased above the overlap concentration and the semidilute regime is entered, entanglements start to become significant while the characteristics of individual polymers, such as the degree of polymerization, start to become less important. An observable effect is that the viscosity increases faster as a function of concentration in the semidilute regime than in the dilute.

If charges are added, the internal repulsion will extend the chain and increase the polymer domain. At low ionic strength, when the screening length is on the order of the size of the polymer domain or larger, the electrostatic interactions will make the polymer–polymer interactions more long ranged, which can also be seen as an increase in the effective size. Both the increased size due to internal repulsion and the intermolecular interactions have been used to explain the polyelectrolyte effect observed in viscosity studies.

When neutral polymers are diluted, the reduced viscosity, $\eta_r$, decreases. It can, in general, be described by the linear Huggins equation [68],

$$\eta_r \equiv \frac{\eta - \eta_0}{\eta_0 c_p} = [\eta] + k_H[\eta]^2 c_p,$$

(1.20)

where $\eta$ is the viscosity of the solution, $\eta_0$ that of the solvent, and $c_p$ is the polymer concentration. The intrinsic viscosity, $[\eta]$, is by definition the reduced viscosity at infinite dilution ($c_p \to 0$) and is related to the size and shape of the molecule. For a sphere, the intrinsic viscosity is proportional to the radius, and in the nondraining case (when the molecule opposes a solvent flow as one big chunk and not as a collection of small, individually exposed units), a polymer may be treated as an effective sphere with $[\eta] \propto R_G^3$ [69,70]. The Huggins coefficient, $k_H$, was introduced as a fudge factor to allow for unknown intermolecular interactions characterizing the solute–solvent system [68], but for neutral polymers it is more or less a constant with a value in the range 0.3 to 1 [71].

On the other hand, when polyelectrolytes are diluted at low ionic strength, the reduced viscosity increases until a maximum is reached and then falls to $[\eta]$ at infinite dilution [72,73]. This is known as the polyelectrolyte effect. The increase in $\eta_r$ at very
low ionic strength can be described using the empirical equation of Fuoss and Strauss [74,75],

\[ \eta_r = \frac{A}{1 + B \sqrt{c_p}}, \]  

(1.21)

where \( A \) and \( B \) are fitting parameters. Although (1.21) gives a reasonable description of the increase in \( \eta_r \) on dilution, it obviously does not account for the existence of the maximum. As a consequence the intercept \( 1/A \) obtained by inverting the equation and plotting \( 1/\eta_r \) against \( \sqrt{c_p} \), is not the intrinsic viscosity (\( \eta_r \) at infinite dilution) [76,77], which can be extrapolated from measurements at very low concentrations (after passing through the maximum) [78,79].

The classical explanation for the polyelectrolyte effect is that as the polyelectrolyte is diluted (and the counterions get more spread out), the electrostatic screening is reduced and the chain expands, obtaining an increasing effective size and thus a higher reduced viscosity [69,73]. The maximum occurs when the screening length goes far beyond the polymer domain and increasing it further does not have any effect on the intramolecular interactions. An alternative explanation is that it is the increasing intermolecular interactions that give rise to higher reduced viscosities [72,79–81]. This is favored by the fact that latices [82,83], telechelic ionomers with a charge at just one end [84], and spherical poly(styrenesulfonate) particles [85] all have a more or less fixed size but can still display a behavior similar to that of flexible polyelectrolytes. A pretty safe bet is that both types of interactions are important, with the intermolecular one dominating for short chains and intramolecular expansion increasing in significance as the degree of polymerization is increased [35].

By diluting the polyelectrolyte solution with a salt solution of a specific ionic strength, it is possible to get a linear decay of the reduced viscosity as described by the Huggins equation, but with a much larger value for the apparent Huggins coefficient \( (k_H \gg 1) \), as was first shown by Pals and Hermans [86,87]. This is called isoionic dilution. The rationale is that the specific salt concentration corresponds to an effective ionic strength, which is kept constant by the isoionic dilution. A constant ionic strength also means constant electrostatic interactions and therefore constant conditions for both the conformational interpretation of the polyelectrolyte effect and the intermolecular explanation, leading to a linear Huggins-type behavior. We have already mentioned the fact that the effective ionic strength is coupled to the counterion activity [35] and that Manning theory has been used successfully to predict the effective ionic strength for vinylpolyelectrolytes [36–39], although the application of the theory is not entirely correct from a strictly theoretical point of view (see above) [35].

The electrical double layer also influences viscosity because the shearing forces distort the ion atmosphere, giving rise to energy dissipation and an increased viscosity. This is known as the primary electroviscous effect, and it depends both on the ionic strength and the shear rate. The effect can be observed as a change in \( \eta \) as a function of these factors. The intermolecular interactions between polyelectrolytes produce the secondary viscous effect, which can be observed as very large values of the Huggins coefficient.
1.5 FLEXIBILITY

The solution properties just described are affected by chain flexibility. They are to a certain extent even a direct consequence of this flexibility, even though the electroviscous effects, for example, can also be observed for polyelectrolytes with more or less fixed shape, such as spherical and rodlike polyelectrolytes.

A different aspect of flexibility is the ability of linear molecules to bend locally to interact with more globular ones. A very important biological example is the winding of DNA around histone complexes to form nucleosomes (discussed in detail in Chapters 6 and 7 of this volume). Another is the packing of DNA inside a viral capsid. If a molecule is treated as a uniform, flexible rod, the total elastic bending energy can be written as [88]

\[
E_{\text{bend}} = \frac{k_B T l_{bc}}{2} \int_0^L \left( \frac{d\mathbf{u}(s)}{ds} \right)^2 ds = \frac{k_B T l_{bc}}{2} \int_0^L \rho(s)^2 ds = \frac{k_B T l_{bc}}{2} \int_0^L \frac{1}{R(s)^2} ds,
\]

where \( \mathbf{u}(s) \) is a unit vector in the direction of the molecule at a point \( s \) along the line describing the molecular contour. The change in direction \( d\mathbf{u}(s)/ds \), which describes the curvature, corresponds to a vector \( \vec{\rho}(s) \) in the plane of bending and perpendicular to \( \mathbf{u}(s) \), in other words, normal to the molecular line at \( s \). The magnitude of \( \vec{\rho}(s) \) is the inverse of the radius of curvature \( R(s) \). For a uniformly bent rod, that is, when the radius of curvature is a constant \( R(s) = R_0 \), the integral is trivial, and the result is

\[
E_{\text{bend}} = \frac{k_B T l_{bc} L}{2 R_0^2}.
\]

The bending coefficient \( l_{bc} \) represents the local mechanical properties of the molecule. Since it is a measure of stiffness and has the unit of length, it is also known as a persistence length.

1.5.1 The Concept of Persistence Length

The wormlike chain, introduced by Kratky and Porod [89], is a model that is able to describe a molecule with local stiffness that becomes increasingly flexible as the molecule is made longer. The model is characterized by an exponentially decaying orientational correlation function,

\[
C(s) = e^{-s/l_{oc}},
\]

where \( l_{oc} \) is the characteristic length that describes the decay, namely the orientational correlation length, also known as persistence length. The latter term is more widespread, but it is also something of a Trojan horse, familiar on the outside but harboring
potential confusion within. The problem is that persistence length can be defined in no less than four different ways [90]. The definitions are all equivalent for a wormlike chain in three dimensions and have therefore been used interchangeably as explanations for what is meant by persistence length. However, as soon as we leave the confines of the one-parameter model, the separate definitions start to represent different properties and display diverging behavior. This is most notable for polyelectrolytes, which have long-range interactions, but it is enough with short-range interactions, as long as they can act through space and not just sequentially along the chain.

To understand the pitfalls of persistence length as a conformational measure, we start with the orientational correlation function, which is a measure of how much the direction of the chain changes over a certain distance along the contour. This is represented by the average projection of one bond on another as a function of the contour distance between them (the number of bonds times the bond length), as illustrated in Figure 1.10, where the direction of the first bond in (a section of) a chain is used as the reference direction. Furthermore the chain in the figure is composed of discrete bonds, while the wormlike chain is, in principle, a smooth continuous chain without kinks. In this case the bond vectors are unit vectors showing the direction of the tangent to every point along the chain (compare with the text following Eq. (1.22)). The parameter $s$ in (1.24) represents the distance along the contour between such points. Thus, if we allow the chain to fluctuate and plot the average projection of the bond vectors on the reference bond as a function of contour separation, we get the orientational correlation function.

If the interactions that determine the change in direction of the chain are localized to short segments (i.e., there are no interactions between distant parts of the chain), it is easy to show that the oriental correlation function becomes exponential as in (1.24) [91]. This condition is fulfilled by the model represented by (1.22), which is a chain described as a bendable rod with a local bending energy inversely proportional to the square of the radius of curvature [88]. It can be shown that a chain with only this type of energy has an orientational correlation function like (1.24); that is, it is wormlike, with $l_{oc} = l_{bc}$ [88,92].

![Figure 1.10](image-url)  
**Figure 1.10** Chain represented as bond vectors, $r$, with a fixed length $b$. $R_{ee}$ is the end-to-end vector. $bC(3b)$ is the average length of the projection of bond vector $r_4$, with $C(3b)$ being the value of the (dimensionless) orientational correlation function for a separation of 3 bonds.
Note that the equality holds in three dimensions. For a chain bound to a surface, the relationship is $l_{oc} = 2l_{bc}$ [93–95]. The difference is in the energy–entropy balance that produces an average bond angle. In two dimensions, a bond vector like $r_2$ in Figure 1.10 describes a circle when it explores all bond angles $\theta$ ($\theta_1$ in the figure) and without an energetic bias, all angles have the same probability or weight in the average. In three dimensions, the bond out the surface of a sphere and the points on the surface have equal probability in the absence of energetic contributions. For a given angle $\theta$ the rotation around the axis of $r_1$ draws a circle on the spherical surface, and this circle increases as $\theta$ increases from 0 to $\pi/2$ ($0^\circ$ to $90^\circ$) and decreases again between $\pi/2$ and $\pi$ ($90^\circ$ and $180^\circ$). Thus, when there is an energetic penalty that wants to keep angles close to 0, the greater weight (proportional to the circumference of the circle of rotation) associated with angles in the direction of $\pi/2$ will increase the average bond angle compared to the two-dimensional case. The bond angle is connected to $l_{oc}$ through

$$e^{-b/l_{oc}} = \langle \cos \theta \rangle, \quad (1.25)$$

where $b$ is the bond length and $\langle \cdots \rangle$ represents the averaging. For small angles and bond lengths

$$\frac{b}{l_{oc}} = \frac{\langle \theta \rangle^2}{2}, \quad (1.26)$$

since

$$e^{-x} = 1 - x + \cdots \quad (1.27)$$

for $x \ll 1$ and

$$\cos \theta = 1 - \frac{\theta^2}{2} + \cdots \quad (1.28)$$

for $\theta \ll 1$. The latter set of equations applies to the wormlike chain because it is a continuous chain. For a continuous chain it is possible to choose a contour length $s = b \rightarrow 0$, which also leads to $\theta \rightarrow 0$, where $\theta$ is the angle between tangent vectors $u$ at points a length $s$ apart.

To calculate the average in (1.26), the energy as a function of $\theta$ is required. For a chain bending in one plane with a constant radius of curvature $R$, $\theta = s/R$, and the bending energy obtained from (1.22) for a contour length $b$ is

$$E_{\text{bend}} = \frac{k_B T l_{bc}}{2b} \theta^2, \quad (1.29)$$
In the small angle limit this leads to

$$\langle \theta^2 \rangle = \frac{b}{l_{bc}}$$

(1.30)

in two dimensions [93–95], which with (1.26) gives $l_{oc} = 2l_{bc}$. In three dimensions the bending in different planes has to be considered, and the result is [88]

$$\langle \theta^2 \rangle = \frac{2b}{l_{bc}}$$

(1.31)

producing $l_{oc} = l_{bc}$.

An important point is that the dimensionality difference is a result of the fluctuations in the bond angle under the influence of an energy that gives a nonzero $\langle \cos \theta \rangle$. If the bond angle is fixed, the dimensionality does not affect averages such as the root-mean-square radius of gyration, as long as there is free rotation around the bonds, because these rotations cancel out [91]. In other words, for a wormlike chain the expressions for conformational averages, for example, (1.33), are the same for a given $l_{oc}$ regardless if the chain explores a three-dimensional or a two-dimensional space.

For real molecules that are free in solution, it is generally hard to probe the local details, which is necessary to determine the orientational correlation function or the local bending energy experimentally. However, electron microscopy and atomic force microscopy (AFM) can produce highly magnified images of molecules on two-dimensional substrates, more precisely on grids and surfaces, respectively. Usually the molecules are transferred from a solution to the grid/surface via an adsorption step. By tracing the contours, correlation functions can be measured and, for example, be compared to the wormlike-chain model to give a local persistence length. DNA fragments have been investigated this way with both electron microscopy [93,96–98] and AFM [94,95] as well as in thin liquid films using cryo-electron microscopy [99]. Electron microscopy has also been used to study polysaccharides [100]. Depending on whether the adsorbing conditions allow the molecules to equilibrate on the surface, the contours can be most consistent with the behavior of a chain in two dimensions or a projection of a three-dimensional chain [94]. The latter is an approximation, since a mathematical projection shortens the contour length, while the contour length is preserved for a real molecule.

Mechanical properties can be studied by applying a force to stretch the molecule and measure the extension, as has been done to DNA with the help of magnetic beads [101,102], flow [103], and laser tweezers [104–107]. Since the whole molecule is stretched, a model [101,102,104,108–112] is required to interpret the results in terms of local properties, such as $l_{bc}$ and the stretch modulus. The latter measures the resistance to increasing the contour length and becomes important at large degrees of stretching [104–106]. Generally, the models are based on either a freely jointed chain
or a wormlike chain. For double-stranded DNA the wormlike chain gives the best agreement with the form of the force-extension curves [102,105,110,113]; for single-stranded DNA, an extensible freely jointed chain has proved adequate [104].

A more common experimental approach to study persistence length is to measure global properties related to molecular size, such as the radius of gyration or the intrinsic viscosity. Local parameters can theoretically be extracted from the global measurements by comparing the latter to model calculations. For example, the root-mean-square radius of gyration, $R_G$, can be obtained by integrating over the orientational correlation function

$$R_G^2 = \frac{2}{L^2} \int_0^L ds' (L-s') \int_0^{s'} ds (s'-s) C(s),$$

and by inserting (1.24), we get the result for a wormlike chain

$$R_G^2 = \frac{l_{oc} L}{3} - l_{oc}^2 + 2 \frac{l_{oc}^3}{L} - 2 \frac{l_{oc}^4}{L^2} (1 - e^{-L/l_{oc}}),$$

which for very long chains ($L \gg l_{oc}$) becomes

$$R_G^2 = \frac{l_{oc} L}{3}.$$

It is common practice in light scattering, for example, to use these equations to extract a persistence length from a measured radius of gyration. However, if the molecule is not a wormlike chain (and real molecules usually are not), the result will not be the orientational correlation length but something different (see the next section), a form of persistence length that we may call projection length, $l_p$ [90]. The reason for the name is that the simplest integral over the orientational correlation function

$$l_p = \int_0^L C(s) ds$$

corresponds to the projection of the end-to-end vector on the direction of the first bond. This is also illustrated by Figure 1.10, since it is clear that summing the projections of the individual bonds gives the projection of the end-to-end vector. For an infinitely long wormlike chain we have

$$l_p = \int_0^\infty e^{-s/l_{oc}} ds = l_{oc}.$$

Projection length is actually a common name for a group of definitions, all of which involve integration over the orientational correlation function. Expressing projection length as the projection of the end-to-end vector on the direction of the first bond is the most direct definition of these.

Another common way to express persistence length is as “half the Kuhn length.” This is also a form of projection length because it is linked to another global quantity that can be obtained from the orientational correlation function by integration, the root-mean-square end-to-end distance, $R_{ee}$. For a freely jointed chain, which is simply a random walk, composed of $N$ segments of length $b$, we have

$$R_{ee}^2 = Nb^2 = Lb, \quad (1.37)$$

where $L = Nb$ is the contour length. Since the freely jointed chain is a basic model for a polymeric molecule, the idea is that the real molecule can be represented by an effective freely jointed chain, such that

$$R_{ee}^2 = N_K l_K^2 = Ll_K, \quad (1.38)$$

where a second condition $L = N_K l_K$ has been used in the last equality. $l_K$ is called the Kuhn length, and $N_K$ is the number of Kuhn segments. To see the connection to persistence length, we need the end-to-end distance of a wormlike chain,

$$R_{ee}^2 = 2 \int_0^L (L - s) C(s) ds = 2 \int_0^L (L - s)e^{-s/l_\infty} ds = 2l_\infty [L - l_\infty (1 - e^{-L/l_\infty})]. \quad (1.39)$$

When $L \gg l_\infty$ this becomes

$$R_{ee}^2 = 2Ll_\infty, \quad (1.40)$$

and we immediately see the connection to (1.38) with $l_\infty = l_K/2$. Since we have integrated over the correlation function again, the persistence length coupled to the end-to-end distance is better expressed as a projection length and we should write $l_p = l_K/2$.

In the other limit, $L \ll l_\infty$, (1.39) becomes

$$R_{ee}^2 = L^2, \quad (1.41)$$

which is the expression for a straight rigid rod. The fourth definition of persistence length is the crossover distance, $l_{cd}$, which represents the contour length where the two types of limiting behavior meet, if they are extrapolated to intermediate chain lengths. Thus, if we set $L = l_{cd}$ and equate (1.40) and (1.41), we get

$$l_{cd} = 2l_\infty. \quad (1.42)$$
There is a trivial factor of 2 separating the crossover distance from the persistence length of a wormlike chain. It could have been included in the definition to make all definitions truly equivalent for the basic model in three dimensions, but it makes no difference for a qualitative discussion.

At the same time as they introduced the wormlike chain, Kratky and Porod indicated how a similar crossover point could be obtained from the limiting behavior of the form factor in \( k \)-space, measured by scattering [89]. However, this is very difficult to obtain in practice, since the X-ray or neutron scattering needed to probe the relevant length scales often requires concentrations above the overlap concentration to produce sufficient scattering intensity. So the results do not represent only the distribution of scattering centers within independent molecules but also contains contributions from intermolecular distributions (compare with Figure 1.9). There are also practical difficulties associated with determining the location of the crossover point [114].

To summarize, the four classes of persistence length are as follows [90]:

- Bending coefficient, \( l_{bc} \)
- Orientational correlation length, \( l_{oc} \)
- Crossover distance, \( l_{cd} \)
- Projection length, \( l_p \)

The bending coefficient is primarily a model parameter, while the rest are observable. However, the orientational correlation length and the crossover distance are only defined given that a molecule behaves in a certain way. Only the projection length is decoupled from any defining model, in the sense that it can always be obtained, for example, from a radius of gyration regardless of the local behavior of the chain. However, this also means that the projection length does not generally say anything about the local behavior. In particular, although equations for the wormlike chain, such as (1.33) and (1.34), can be used to calculate a projection length, there is no need for the chain to be wormlike nor should the results be interpreted as if it were, unless it can be proved that the wormlike chain is a good model for the molecule at hand.

1.5.2 Interactions and the Separation of Length Scales

Having introduced the different definitions of persistence length, we are now ready to substantiate the claim that they represent different properties and are not equivalent (except in the special case of a wormlike chain). Figure 1.11 shows the behavior of the orientational correlation function obtained by simulations of flexible polyelectrolytes, more specifically a model consisting of a freely jointed chain with a fixed bond length \( b \) and charged “joints” interacting through a screened Coulomb potential (see Eq. (1.15)). The range of interactions is reduced by decreasing the screening length, \( \kappa^{-1} \), which corresponds to an increase in the salt concentration.

For a wormlike chain, the semilogarithmic plot of the correlation function would simply be a straight line with slope \(-b/l_{oc}\) (see Eq. 1.24) passing through the origin,
that is, having an intercept $\ln C_0 = 0$. The curves at the two lowest salt concentration in Figure 1.11 are, to a good approximation, straight lines, but they do not pass through the origin. Instead they have an intercept $\ln C_0 < 0$, which means that while the long-range behavior is wormlike, the short-range behavior represents a more flexible chain. As a consequence, a better expression for the orientational correlation function would be a two-parameter model, dubbed a snakelike chain [90,115,116],

$$C(s) = C_0 e^{-s/l_{0c}}.$$  \hspace{1cm} (1.43)

If we insert this into (1.35) and take the infinite chain-limit (see Eq. (1.36)), the result is

$$l_p = \int_0^\infty C_0 e^{-s/l_{0c}} ds = C_0 l_{0c}. \hspace{1cm} (1.44)$$

From Figure 1.11 it is clear that both the slope and the intercept change with salt concentration, that is, both $C_0$ and $l_{0c}$ are functions of the salt concentration, and $l_p$ must have a different salt dependence than $l_{0c}$ alone. In other words, the projection length and the orientational correlation length are not the same molecular property. Furthermore, if we similarly apply the snakelike chain to calculate the mean-square radius of gyration and end-to-end distance as in (1.32) and (1.39) and take the long-chain limit, we get

$$R_G^2 = \frac{C_0 l_{0c} L}{3} = \frac{l_p L}{3}, \hspace{1cm} (1.45)$$
and

\[ R_{ee}^2 = 2LC_0l_{oc} = 2LL_p, \]  

(1.46)

respectively, also using (1.44). The conclusion is that if we were to use these equations to calculate a persistence length from \( R_G \) or \( R_{ee} \), we would get the projection length as defined in (1.44). Although the snakelike chain is also a simplification and is not expected to hold for real molecules in general, as we will see in a moment, it does illustrate a difference between different definitions of persistence length and the rationale for lumping together definitions that involve integration (implicitly) over the orientational correlation function.

The problem with the wormlike chain is that it only has one parameter. As we have seen, we need at least two parameters to describe the chain behavior because of the separation of length scales. As a conformational measure the projection length represents a combination of different effects, but since it is also a single value, it hides the details.

The separation of length scales is also addressed by the blob model \[117,118\]. A blob is defined as a segment of the chain that is large enough to have a total electrostatic interaction on the order of \( 1k_BT \) with the next segment of the same size. The behavior within a blob (i.e., the short-range behavior) is assumed to be that of a freely jointed chain. These two conditions give the size of a blob. Above the blob size, the molecule is represented as a chain of blobs. After a chain has been rescaled with the blob size determined by the theory, the chain of blobs is normally treated in the usual one-parameter fashion. It can be shown [90] that the snakelike chain also corresponds to a rescaled chain, but instead of representing the shortest length scales as a random walk, each bond has on average a preferred direction, which changes along the chain like an effective wormlike chain; this is equivalent to a model proposed by Barrat and Joanny [119]. Although the random-walk approximation may not be entirely correct, it does give the blob model a predictive capability that is lacking in the snakelike chain. The latter remains an empirical model whose parameter values can only be obtained by measuring the orientational correlation function. This is easy in simulations, but experimentally accessible only under certain circumstances, such as the measurements of DNA on supporting grids or surfaces [93–95,97].

The resemblance of a general chain to a wormlike chain, or more precisely to a snakelike chain, only exists when the chain is semiflexible, meaning as long as it is stiff enough to never be able to bend around and bite its tail. When the chain is so flexible that distant parts of the chain are able to get close and interact occasionally, we get so-called excluded volume effects. This is manifested as extra long-range correlations, as can be seen in Figure 1.11 in the curve bending up and away from an imagined straight line and in the difference between chains with 160 and 320 interacting monomers. When the logarithm of the correlation function is no longer a linear function, meaning \( C(s) \) is no longer exponential, \( l_{oc} \) is not defined anymore but \( l_p \) still is, at least as long as the chain is finite. However, the projection length becomes chain-length dependent (as illustrated by the figure), albeit less so than, for example, \( R_G \).

The strength of the projection length is that it makes different kinds of experimental approaches, as well as some theoretical ones, comparable. Often an experimental
observable can be calculated in the framework of the wormlike chain, and even if the molecule itself is not wormlike, it is possible to treat the projection length obtained by comparing the experimental results to the model calculation as an operational definition. Furthermore, despite differences in techniques such as light scattering and viscosity measurements, the projection lengths obtained in each case are connected through the implied integration over the orientational correlation function. That this connection makes the results comparable is admittedly a conjecture, based on calculations like those for the snakelike chain above and the fact that simulations have shown that different definitions of projection length give the same results, at least qualitatively [115]. The notion is also supported by the fact that experimental results have mostly conformed to one of two kinds of results, attributable to either semiflexible chains or flexible chains with excluded volume effects (see the next section).

1.5.3 Polyelectrolyte Behavior: Electrostatic Persistence Length

Under normal conditions, namely in an aqueous solution with only monovalent ions, a polyelectrolyte expands compared to its unperturbed conformations as a result of the intramolecular electrostatic repulsion. Theoretically this is treated either as an expansion of a freely jointed chain or as a stiffening of a wormlike chain. The earliest polyelectrolyte theories adopted the former view and tried to find a balance between the electrostatic interactions and the chain entropy of a freely jointed chain by minimizing a free energy expressed in terms of the end-to-end distance [120–124]. In its simplest form, this type of calculation is known as the Flory approach [117,125]. There are also more modern theories following in the same tradition [126,127].

The alternate view was pioneered by Odijk [128] and, independently, Skolnick and Fixman [129] (OSF). They performed a perturbation calculation for a rigid rod, bending only slightly so that the electrostatic interactions could be cast in the same form as (1.22) with an electrostatic bending coefficient $l_{bc,e}$. The elastic and electrostatic contributions then become additive so that the total bending coefficient can be written

$$l_{bc} = l_{bc,0} + l_{bc,e},$$

(1.47)

where $l_{bc,0}$ is the intrinsic bending coefficient that describes the bending elasticity in the absence of electrostatic interactions. In the discussion about electrostatic persistence that has followed this work, it has generally been assumed that this additivity, applicable to a rigid rod, holds regardless of the chain stiffness and for any definition of persistence length. In many situations, however, this assumption is of little consequence, such as when the electrostatic interactions are completely dominating or in the reverse case when they are more or less screened out by large amounts of salt.

The result of the perturbation calculation is [128]

$$l_{bc,e} = \frac{(2N)^2 \lambda_B}{12} \left[ 3y^{-2} - 8y^{-3} + e^{-y}(y^{-1} + 5y^{-2} + 8y^{-3}) \right],$$

(1.48)
where \( \alpha \) is the degree of ionization of the \( N \) charges and \( y \equiv \kappa L \). For large \( y \), this reduces to [128,129]

\[
l_{bc,e} = \frac{\alpha^2 l_B}{4\kappa^2 b^2} = \frac{\xi_p}{4\kappa^2 b^2},
\]

where \( b \) is the distance between charges (the linear charge density is \( \alpha e/b \)) and \( \xi_p \equiv \alpha^2 l_B/b \) is a coupling parameter that describes the intramolecular electrostatic interactions. Equation (1.49) is a simple power law that describes an electrostatic persistence length that depends quadratically on the screening length. This is how the conclusion of OSF theory is generally expressed, and it has spurred much interest in the calculation of persistence length and the search for power laws in both experiments and theory. OSF theory was derived for a rigid rod, and it has indeed been confirmed for stiff molecules, such as DNA [106,130,131] and poly(xylylene tetrahydrothiophenium chloride) [132]. The same behavior has also been seen in simulations of chains with large intrinsic stiffness [115,133].

However, the question whether the power law of OSF theory also applies to flexible molecules has been controversial. Experiments tend to show a different power law behavior, namely a linear dependence on the screening length [134–139], while theory and simulations have produced support for both power laws as well as an argument that there is no power law. The cause of the theoretical diversity is discussed in detail elsewhere [90,115,116,140], but one explanation is the use of different definitions of persistence length. While the cited experiments have consistently reported projection length, theory and simulation studies have variously used all four definitions. In the simulations using the projection length, the results follow the linear power law [90,115,141–143] and in other, more recent simulations it is shown that this power law is coupled to excluded volume effects [116,144,145]. The latter simulations have also demonstrated that for very strong electrostatic interactions, achieved by very long chains (many charges) and long screening lengths (many charges interacting with little screening), flexible polyions can be made stiff enough to exhibit the OSF-type power law behavior.

To summarize the simulation results, it is possible to divide the salt dependence of the electrostatic projection length of flexible polyions into three regimes: an unscreened regime, a semiflexible regime, and an excluded volume regime. As is illustrated in Figure (1.12), this is easily rationalized by considering the relation between the screening length and the chain dimensions, which should also apply to experimental systems.

At a very low ionic strength the screening length is much greater than the chain dimensions, so the polyion can be regarded as unscreened. As long as the screening length remains large compared to the chain size, increasing the salt concentration does not affect the intramolecular interactions and the chain extension is constant, corresponding to its maximum value given the amount of charge on the chain. In the unscreened regime the projection length is therefore constant, independent of the ionic strength.

When the screening length becomes comparable to the chain dimensions, the interactions within the chain start to be screened and the flexibility increases;
that is to say, the chain dimensions and the projection length start to decrease. If the electrostatic interactions are strong enough to make the chain effectively rodlike in the unscreened regime, the polyelectrolyte will start to behave as a semiflexible chain. As can be seen in the figure, the persistence length depends nearly quadratically on the screening length, more or less in agreement with OSF theory. The latter deals with a bending coefficient, while the simulation results are for the projection length. If the molecule were truly wormlike, there would be no contradiction, since the definitions are equivalent in this limit. However, in the simulations the chains are more snakelike, in that they show an exponential decay with a varying prefactor (see Figure 1.11 and Eq. (1.43)). This is not exactly what the OSF model describes, though apparently it is close enough as long as the molecules are fairly stiff.

As the ionic strength continues to increase, the chain will become flexible enough to allow distant parts to get close occasionally. In other words, the excluded volume effects become significant and the behavior of the projection length changes to a more linear dependence on the screening length. Odijk and Houwaart [146] have suggested that the behavior in this regime can be described by an excluded volume treatment applied to a chain following the OSF prediction, which in a simple scaling argument

---

**Figure 1.12** The electrostatic projection length as a function of $\kappa b/\xi_p^{1/2}$ for simulations with $\xi_p = 2.4$ (thin solid lines with symbols) with $N = 320$ (circles) and 5000 (triangles), and $\xi_p = 0.15$ with $N = 320$ (thin dashed lines with circles). Points on the y-axis represent the salt-free case ($\kappa = 0$). Otherwise, the dimensionless screening length $(\kappa b)^{-1}$ ranges from 320 down to 0.25 bonds (from left to right). The thick lines without symbols are the predictions of the Odijk expression, equation (1.48), for the three cases. The numbers are the absolute values of the slopes giving the power $w$ of $l_p/b \sim (\xi_p^{1/2}/\kappa b)^w$, with the simulation results on the right and the OSF values on the left. Also shown are schematic representations of the relation between the chain dimensions and the screening length, where the latter is represented by the radius of the circle for each of the three regimes.
indeed leads to a power law \[118,144,145,147\]

\[ l_p \sim \frac{1}{k^{1.2}} \]  

(1.50)

in perfect agreement with the simulations displayed in Figure 1.12. More advanced expressions based on the same idea have also been compared to simulations \[141,148,149\] and experiments \[135,136,138,139,141,150\]. However, simulations where the excluded volume effects have been removed have revealed that the underlying behavior is not OSF-like \[116\]. This is a reasonable result, since the chain in this regime is too flexible to be modeled as a rod. There is still no model that reflects an understanding of the internal conformational behavior of flexible chains in the excluded volume regime.

### 1.5.4 DNA Persistence Length

DNA is one of the most studied molecules with respect to persistence length. This is not only because of its biological significance but also because it lends itself to be studied by a large variety of methods. Also, being a biomolecule, DNA can be obtained as well-defined, essentially monodisperse samples. We have already touched on the point that as far as molecules go, DNA is rather stiff even when the electrostatic interactions are made negligible by very high salt concentrations. There is a general consensus that the intrinsic persistence length is about 500 Å. This (allowing for values of circa 450–500 Å) has been reported as the value at high salt concentrations in studies using electron microscopy \[93\], transient electrical birefringence (TEB) \[151,152\], flow dichroism \[130\], flow birefringence \[153\], and force-measuring laser tweezers \[106,107\]. Maret and Weill found a plateau value of 670 Å from magnetic birefringence data \[131\] but argued that the large uncertainties in approximate values for certain molecular properties used in the calculation of persistence length, and the fact that the values were lower limits, made the result consistent with the expected intrinsic persistence length of 500 Å.

In contrast, light scattering tends to give lower values, 300 to 400 Å \[154–156\] and so have extrapolated transient electrical dichroism (TED) results \[157\], force-extension measurements (in the presence of small amounts of di- and trivalent cations) \[105\], and fluorescence microscopy \[158\]. The low values obtained in the early light-scattering measurements \[154,155\] were dismissed in an overview \[159\] on the ground that a correction for excluded volume effects was used, which does lower the value but not that much \[160\].

A recalculation \[153\] using flow birefringence data obtained earlier \[161\] also gave high-salt values of the persistence length in the lower range. However, faced with a discrepancy with a newer data set (giving values closer to 500 Å), the authors argued that the difference could be a molecular-weight effect, but also that the newer set was to be preferred, because it was more consistent when using different data analysis procedures \[153\]. Nevertheless, the results from both data sets hinge on the value for the local anisotropy, which is uncertain. In the studies a choice was made to calibrated the value against other persistence length data to facilitate
comparison. If instead an independent estimate is used in the analysis, the flow birefringence data can give an intrinsic persistence length in the lower range in both cases [160].

Also the electrooptical measurements, originally used to support $l_{p,0} = 500\,\text{Å}$, are embedded with large uncertainties. The general approach to obtaining a persistence length from TEB and TED is to measure a relaxation time as a function of chain length and fit the results to a model, where persistence length is one of the fitting parameters. There are several models to choose from: the weakly bending rod model [162], a simulation-derived correction for flexibility [163] combined with rigid-rod theories [164–169], and an expression obtained from a similar simulation approach [170]. A problem is that the models give systematically different results [157,169,171]. They are also very sensitive to the parameter values. This sensitivity is sometimes seen as an advantage, but it also means that small fluctuations in the experimental data can have a large impact on the result of the fitting. Furthermore the range of chain lengths used in the fitting changes the results [152,171], even when staying within the proposed range of validity of the models, which is probably partly due to an oversimplification of the model description. It is thus small wonder that the electrooptical studies have been so consistent in producing a value for the intrinsic persistence length of DNA despite large variations in the determining factors. If one instead tries to treat the literature data consistently, the results scatter in all directions [160].

The bottom line is that the experimental value for DNA persistence length is both model and method dependent, and the established value of the intrinsic persistence length, about $500\,\text{Å}$, is not as exact as has sometimes been proclaimed. It might be fine as a rough estimate, but until a definite definition and a consistent method of determination have been decided, we will have to contend with the fact that any value in the range 300 to 500 Å can be valid. The exact value of the DNA persistence length will be more a reflection of how it was obtained than a strict representation of the theoretical concept we would like to assign to it.

A similar method dependence seems to apply to the power laws that may exist for the salt dependence of the persistence length [160], although in this case it is clearer what to expect. Regardless of the exact value of the intrinsic persistence length, the conclusion is that DNA is rather stiff, which means that the wormlike chain seem to be appropriate as a first approximation for DNA of moderate length up to a few persistence lengths. Electron microscopy and AFM can be used to measure the local behavior of DNA. Under weakly adsorbing conditions DNA may be assumed to behave as an equilibrated chain on a flat surface. So based on plots of the orientational correlation function or comparisons of the end-to-end distances of subchains with a wormlike chain whose persistence length is obtained from the local curvature, DNA has been shown to be wormlike up to contour lengths of about $5l_{oc}$ and to have a universal behavior that extends even further [93–96,98]. Technically the orientational correlation length $l_{oc}$ was be measured, but the results were presented as the bending coefficient $l_{bc}$ to yield values directly comparable to measurements of DNA that is free in (three-dimensional) solution on the assumption that (1.22) is applicable. This means that the reported validity was $10 \, l_{bc}$, since $l_{oc} = 2l_{bc}$ for this chain model on a two-dimensional surface (see the discussion above).
For short DNA which is fairly rodlike, OSF theory can be expected to hold for the salt dependence of the electrostatic persistence length, as has been observed [106,130,131]. For very long DNA, excluded volume effects become important for the projection length and its dependence on the screening length should become linear instead of quadratic in accord with experiments on flexible polyelectrolytes [134–139] and with simulations [90, 115–116, 141–145]. This was confirmed by measurements on giant T4 DNA [158]. An analysis of light-scattering data [154,156] even shows a sublinear dependence [160]. However, excluded volume effects may influence the results of different methods to a varying degree, and a crossover from a semiflexible regime to an excluded volume regime may show up at different chain lengths or not at all. For example, a stretching experiment perturbs the DNA and may in the stretching itself reduce the occurrence of long-range contacts, thereby reducing the excluded volume effects or even eliminating them, while light scattering just observes DNA free in solution without any external interaction, apart from the bouncing of photons.
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