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Filter tap cross-connections, power systems, 207–211
Finite impulse response (FIR) filter: power systems applications, 203
tool wear monitoring, 188
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