Introduction

In recent years, antenna technologies have received heightened interest because of their importance in wireless communication, remote sensing, space exploration, defense, electronic warfare, and many other electronic systems. Quantitative antenna analysis is critical to the design and optimization of antennas, especially complex antennas that are not easily designed by intuitive approaches. In a typical antenna analysis, the goal is to find the radiated field and input impedance. In the case of multiple antennas, such as antenna arrays, it is also important to quantify the mutual coupling between antennas, which can be characterized by either a mutual impedance matrix or a scattering matrix. The calculation of radiated fields, input impedances, and scattering matrices requires solving Maxwell’s equations subject to certain boundary conditions determined by antenna configurations. Unfortunately, Maxwell’s equations can be solved analytically only for a very few idealized antenna geometries. For example, when a linear antenna can be approximated as an infinitesimally short current element or a finite wire with a known current distribution, its radiated field can be calculated analytically. When a biconical antenna is assumed to extend to infinity, its radiated field and input impedance can also be obtained analytically. Without an approximation, antennas cannot be analyzed analytically primarily because of their structural configurations. Whereas a variety of approximate analytical techniques have been developed for relatively simple antennas, accurate and complete analysis of complex antennas, especially antenna arrays, can be accomplished only through a numerical method that solves Maxwell’s equations numerically with the aid of high-speed computers.

1.1 NUMERICAL SIMULATION OF ANTENNAS

Computational electromagnetics deals with the art and science of solving Maxwell’s equations numerically or with the numerical simulation of electromagnetic fields. It has become an indispensable tool for antenna analysis because of the predictive power of Maxwell’s equations: If these equations are solved correctly, the solution can predict experimental outcomes and design performances. Because of their high predictive power and capability of dealing with complex structures, numerical simulation tools can support a wide variety of engineering applications, such as designing antennas analytically and predicting the impact of platforms on antenna performance, and...
address more complex applications, including calibration of antenna systems, estimating co-site interference of multiple-antenna systems on a platform, and predicting scattering from low-observable antenna installations.

In addition to the capability of analyzing complex antennas, numerical simulation has four more distinctive advantages over traditional antenna design by experiment. The first advantage is low cost. When an antenna can be designed, analyzed, and optimized on a computer, its design cost is reduced significantly compared to that of constructing a prototype physically and measuring it in an anechoic chamber. The second advantage is the short design cycle. It typically takes far less time to simulate an antenna on a computer than to actually build one and measure it in a laboratory. The third advantage is the full exploration of the design space. Because of the low cost and short design cycle, the designer can evaluate a large variety of design parameters systematically to come up with an optimal design through numerical simulation, which is simply impossible with laboratory experiments. The last but not the least advantage of numerical simulation is the enormous amount of physical insight it provides. With a numerical solution to Maxwell’s equations, the designer can now use a computer visualization tool to “see” the current flow on an antenna and field distributions around the antenna. Such a capability is extremely useful because it can help to pinpoint the source of design deficiency, such as the source of mutual coupling between antennas and the source of interference for antennas mounted on a platform. All these advantages become much more pronounced when dealing with more complex antennas involving many design parameters. Indeed, in many cases numerical simulation coupled with an appropriate set of validating measurements is the best practical solution to an antenna design problem.

Unfortunately, the great advantages of numerical simulation are also accompanied by a series of challenges. The main challenge is due to improper use of a numerical simulation, such as insufficient discretization and use of a method outside its bounds. Such improper use would yield either a poor or a completely erroneous design while wasting time and resources. Therefore, it is very important to understand the basic principles, solution technologies, and applicability and capabilities of numerical methods behind the numerical simulation tools. Such knowledge can not only reduce the possibility of improper use of a method, but also help in choosing from a suite of tools the technique best suited for a specific problem, thus increasing the designer’s productivity.

1.2 FINITE ELEMENT ANALYSIS VERSUS OTHER NUMERICAL METHODS

Among a variety of numerical simulation tools in computational electromagnetics that provide a complete solution to Maxwell’s equations, many are based on the method of moments, the finite-difference time-domain method, and the finite element method. Other methods, such as the transmission-line method and the finite integration technique, can be identified as either a variation or an equivalent of one of the first three.
Among the three major numerical techniques, the method of moments [1–6] has the longest history for antenna analysis. The method is based on the formulation of integral equations in terms of Green’s functions as the fundamental solution to Maxwell’s equations. Early development of the moment method for antenna analysis is natural because certain traditional antennas, such as dipoles and monopoles, can be represented by wires and thus require only a one-dimensional discretization for a numerical solution by the moment method. Furthermore, the Sommerfeld radiation condition, which has to be satisfied by an antenna’s radiated fields, is built into the moment-method formulation automatically through the use of an appropriate Green’s function; therefore, it requires no special treatment. The moment method is ideally suited for modeling metallic antennas because by using a surface integral equation, the computational domain is confined to the metallic surfaces. It is also highly efficient for antennas consisting of layered substrates, such as microstrip patch antennas, and for antennas comprising bulk homogeneous dielectrics, such as dielectric resonator antennas, because for these cases, the effect of the dielectrics can either be accounted for by a special Green’s function or be modeled by equivalent electric and magnetic surface currents. However, the capability of the moment method is challenged when one attempts to model complex antennas designed with complex materials that may be anisotropic and inhomogeneous. Moreover, because of the use of Green’s functions, the moment method generates a fully populated matrix whose computation and solution are associated with a high degree of computational complexity. Therefore, the traditional moment method becomes very time consuming and memory intensive for the analysis of large antennas, especially array-type antennas, which are often modeled with millions of unknowns. Fortunately, this challenge has largely been alleviated by the development of a variety of fast solvers, such as the fast multipole method, the adaptive integral method, and other fast fourier transform (FFT)–based methods [7–10]. Despite its drawbacks, the distinctive advantages of the moment method (mainly a surface-only discretization for a three-dimensional problem), coupled with the development of fast solvers, make the method a powerful tool and a preferred choice for the analysis of metallic antennas and antennas mounted on a metallic platform.

The finite-difference time-domain method [11–13], invented in the mid-1960s, solves Maxwell’s equations discretized on a rectangular grid directly in the time domain. The method can easily handle material anisotropy and inhomogeneity and has become very powerful and increasingly popular because of its simplicity in formulation, implementation, and grid generation. It is also highly efficient because it does not involve any matrix solutions, and through the Fourier transform it yields a broadband solution with one time-domain calculation. As a method that solves partial differential equations directly, the finite-difference time-domain method requires a grid discretization of a three-dimensional volume to compute the fields in the volume. Since the solution region extends to infinity in an antenna radiation problem, the volume must be truncated and treated specially so that the truncated volume still mimics the original open environment. This was a major limiting factor affecting the accuracy and use of the method for many years; however, this difficulty has been removed successfully with the development of perfectly matched layers for grid
truncation [14]. The remaining major challenge for the finite-difference time-domain method is the accurate modeling of complex geometrical structures, especially very fine structures whose sizes are on the order of a few hundredths or even thousandths of a wavelength, by using a rectangular grid. Although the geometrical modeling accuracy can be improved by the use of conformal grids or subgridding techniques, the resulting numerical schemes become either more complicated or much less efficient because in such a case one has to reduce the time-step size to maintain the stability of the numerical solution. Nevertheless, since most antenna geometries can be modeled accurately with a sufficiently fine grid, the finite-difference time-domain method will remain a powerful and popular choice for the modeling of antennas with complex structures and embedded in complex materials.

Compared to the method of moments and the finite-difference time-domain method, the finite element method [15–22] is not as mature and popular for antenna analysis because its formulation is more complicated than that of the finite-difference time-domain method and its use requires sophisticated volumetric mesh generation. However, the finite element method has an unmatched capability for modeling both complex structures and materials. By using unstructured meshes with curvilinear triangular and tetrahedral elements, the method can accurately model curved surfaces, fine structures, and artificial engineered materials. Since the finite element method in the time domain can be formulated to be unconditionally stable, the time-step size does not have to be reduced even for problems containing very small finite elements. This unconditional stability is critical to the analysis of complicated antenna applications such as the one illustrated in Figure 1.1. Although the finite element method requires solving a large matrix equation, the associated matrix is very sparse and
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often symmetrical, and its solution can be obtained efficiently by using advanced sparse solvers. Furthermore, the finite element method is well suited for parallel computation through the use of a variety of domain-decomposition algorithms. Like the finite-difference time-domain method, the finite element method solves partial differential equations directly without using Green’s functions. As such, it requires the discretization of the three-dimensional space that surrounds the antenna to be analyzed and the truncation of this open space to make the solution domain finite. Proper treatment of the mesh truncation has been one of the major research subjects for the finite element analysis of antenna problems, and a variety of highly effective techniques have now been developed. The remaining major obstacle that has made the finite element method a less popular choice is the necessity for complicated mesh generation. However, this situation is changing quickly because of tremendous ongoing activities in the development of highly robust mesh generators.

From the discussions above, it can be seen clearly that the three methods have unique strengths and shortcomings. No single method is superior to the other two for every application. The moment method models free space accurately and requires only a surface discretization; thus, it is an attractive choice for modeling large metallic surfaces and homogeneous objects. The finite-difference time-domain method does not require a solution of a matrix equation and thus is highly efficient. Its implementation of perfectly matched layers for grid truncation has been well developed and is highly robust. For the finite element method to be competitive with these two methods, it must absorb their strengths into its formulation to compensate for its deficiencies. For example, the finite element method can be combined with the moment method such that the exterior open space and the antenna platform can be modeled accurately using the moment method, and the finite element method can then focus on the modeling of complex antenna structures. The finite element method can also be combined with the finite-difference time-domain method, with the latter being used to model the surrounding free space and any other homogeneous regions to fully exploit its high efficiency and its robust implementation of perfectly matched layers. These ideas lead to the development of various hybrid techniques, which are much more powerful than their individual components. These hybrid techniques should not simply “bundle” different methods together; rather, they should be formulated based on well-established electromagnetic and mathematical principles, they should be error controllable, and it should be possible to improve their accuracy in a systematic manner. Two such hybrid techniques are covered in this book; one combines the finite element method and the moment method, and the other combines the finite element method and the finite-difference time-domain method.

1.3 FREQUENCY-VERSUS TIME-DOMAIN SIMULATIONS

Since Maxwell’s equations can be cast in both the time and frequency domains, a numerical solution to an electromagnetic problem can be sought in either the time or the frequency domain. In principle, it is sufficient to seek a solution in only one domain because the solution in the other domain can always be obtained using
the Fourier transform. However, since the solution processes in the two domains are different, the two solutions possess different strengths. For example, when a frequency-domain numerical method is employed to solve Maxwell’s equations, we have to solve a system of linear equations (matrix equation) for each frequency. However, for a general electromagnetic problem, the system matrix is independent of the excitation. Once this matrix is inverted or factorized, it becomes trivial to find a solution for a new excitation. This feature makes the frequency-domain method ideally suited for scattering analysis, where one is often interested in scattering due to plane waves from many incident directions, and perhaps less attractive for antenna analysis, where the number of different excitations is usually small and the response over many frequencies is typically required. On the other hand, when a time-domain numerical method is adopted to solve Maxwell’s equations, we have to seek a solution by time marching for each excitation. Once the solution in the time domain is obtained, we can find the solution over a wide band of frequency using the Fourier transform. However, the entire solution process must be repeated for a new excitation. Therefore, the time-domain method is ideally suited for antenna analysis, where one is often interested in a solution over a broad frequency band for one or a few excitations, and becomes less efficient for scattering analysis because it requires many solutions to many excitations. Because of its importance to antenna analysis, we have devoted much effort in this book to time-domain techniques.

Although the discussions and the conclusion above are true in a general sense, we have to consider many factors when we evaluate and choose a specific solution method. For example, when a frequency-domain method is equipped with a fast solver and a robust frequency interpolation algorithm, it can become as efficient as, or even more efficient than, a time-domain technique even for the broadband analysis of antennas. Besides the use of a fast solver, a frequency-domain method has three additional unique capabilities. The first is the ability to use different mesh densities at different frequencies. This allows the use of a much coarser mesh at a lower frequency, which can speed up the simulation greatly. In contrast, the mesh density in a time-domain solution has to be determined based on the highest frequency of interest. The second capability is the ease of performing parallel computations for a broadband simulation. One need only assign different processors to carry out computations at different frequencies. This embarrassingly simple parallelization requires no interprocessor communications and hence is highly efficient. The third capability, which is perhaps also the most important, is that in the frequency domain a large discretized electromagnetic problem can be represented by a reduced-order model that contains only a few degrees of freedom. For example, the property of an antenna, which is originally characterized by a matrix having an order of a few thousands, can be represented accurately by a much smaller matrix having an order of a few tens. This feature allows the development of special techniques that can handle very large antenna arrays which originally have to be modeled with millions or even billions of degrees of freedom. The development of such a technique in the time domain is, however, not as straightforward. Therefore, because of these enhancements, the frequency-domain methods will remain important simulation tools for antenna analysis.
The truly unique strength of time-domain methods is their capability to model nonlinear components, devices, and media in an antenna system, similar to the nonlinear circuits treated in Ref. 23. This capability will become more important in the future with the development of advanced antenna systems that integrate active devices such as sources directly into antenna radiating elements. Simulation of such antenna systems in the frequency domain by means of harmonic balancing is cumbersome and very time consuming. Although the time-domain methods discussed in the book can be employed to model nonlinear antenna problems, this topic is discussed only briefly, in the context of nonlinear lumped-circuit components.

### 1.4 BRIEF REVIEW OF PAST WORK

Since Silvester [24] introduced the finite element method into the field of microwave engineering and electromagnetics in 1969, a tremendous amount of research has been carried out to develop the method for the analysis of electrostatic, magnetostatic, and electrodynamic problems. Most early applications dealt with problems within a bounded region, such as waveguide problems. In 1974, Mei developed a technique that combined the finite element method with a wavefunction expansion to deal with open-region electromagnetic problems such as antenna and scattering analysis [25]. In 1982, Marin developed an alternative method to deal with open-region scattering problems, which combined the finite element method with a boundary integral equation [26]. This work can be considered an extension of early formulations [27,28] for static fields. These developments enabled the application of the finite element method to open-region electromagnetic problems.

An important breakthrough in the finite element analysis of vector electromagnetic field problems occurred in the 1980s with the development of edge-based vector elements [29–31]. These new elements accurately model the nature of the electric and magnetic fields and eliminate many of the challenges associated with traditional node-based scalar elements that were used in the early finite element formulations. Since the development of vector elements, the finite element method has become a very powerful numerical technique for the analysis of three-dimensional electromagnetic fields. Although much research has been carried out and published on the finite element method for electromagnetic analysis, most of it focused on bounded field and open-region scattering problems. The subject of the finite element analysis of antennas has not received as much attention as it deserves. In the following text we review briefly the development and application of the finite element method for antenna analysis.

Application of the finite element method for the analysis and design of various antennas dates back to the 1970s, when Mei developed the first accurate approach that enabled the finite element method to deal with unbounded open-region problems [25]. The method was applied to axisymmetric antennas. For many years, the finite element method was limited to simplified two-dimensional and axisymmetric models of antennas [32–35] because of the difficulty of using the node-based elements to model vector electromagnetic fields, with the exception that Ref. 34 contained...
an example of calculating the field radiated by an electric current element in free space using edge-based elements. The first full-wave three-dimensional finite element analysis of realistic antennas appeared in the early 1990s [36], where the finite element method was coupled with a boundary integral equation to simulate cavity-backed microstrip antennas on a ground plane. A simple probe feed model was developed to excite antennas, and both radiation patterns and input impedances were calculated and compared with measured data. Thereafter, a variety of finite element–based numerical techniques have been developed for the analysis and simulation of various antennas and antenna arrays.

Most notably, the finite element–based numerical techniques have been developed to analyze infinitely periodic array antennas [37–40] and finite array antennas [41–48]. For the analysis of infinite array antennas, boundary integral equations were developed based on the Floquet theorem to accurately model the radiation condition, and periodic boundary conditions were formulated to confine the analysis to a single unit cell. For the analysis of large finite array antennas, novel domain-decomposition schemes were proposed that exploit the geometric repetition in the array configuration to make the analysis possible. The finite element method has also been used for the analysis of complex horn antennas [49–54] and dielectric lens antennas and radomes [55–58]. For these analyses, the axisymmetric feature of the antenna geometry, except for the excitation, can be utilized to reduce the computational domain from a three-dimensional volume to a two-dimensional slice by expanding the fields in terms of Fourier modes. The finite element method has been found to be ideally suited for modeling conformal antennas, such as cavity-backed aperture, slot, and patch antennas [59–66], because the finite element analysis can be confined to the cavity region, which contains complex antenna geometries, leaving the aperture field to be handled by a boundary integral equation. The excellent material modeling capability of the finite element method enabled the analysis of antennas residing on complex materials, such as those designed with ferrite and chiral substrates [67–69]. Combined with the moment method and a high-frequency asymptotic technique, the finite element method has been employed to analyze antennas mounted on a finite platform [70–77]. In this type of analysis, the finite element method is used to model antennas, and the effect of platforms is modeled either by the moment method based on a surface integral equation or by a high-frequency asymptotic technique such as physical optics, the geometrical theory of diffraction, the uniform theory of diffraction, and the shooting-and-bouncing-ray method.

Most of the analyses discussed above were carried out in the frequency domain. To perform a frequency sweep analysis, a model-order reduction technique has been proposed [78,79], which was based on the asymptotic waveform evaluation technique originally developed for circuit analysis. Recently, the finite element method has been developed for antenna analysis directly in the time domain [80–93]. As discussed earlier, such a time-domain analysis is highly efficient for the characterization of broadband responses and is capable of modeling nonlinear materials and devices. In these works, the computational domain was truncated by perfectly matched layers implemented either directly in the finite element method [82,85] or in combination with the finite-difference time-domain method [81,83,84]. Accurate feed models have
been developed to provide an excitation to antennas and to extract input impedances or $S$-parameters [85]. Novel domain-decomposition schemes have been developed for the analysis of large antennas and finite arrays [86–88]. A highly effective approach based on field transformation has been proposed for the analysis of infinitely periodic antenna arrays using time-domain finite element formulations [89–91]. Preliminary studies have also been conducted on incorporating a distributed feed network into the finite element modeling of antenna arrays [92] and on the simulation of antennas installed on a platform by combining the time-domain finite element method with a fast solution of a time-domain surface integral equation for induced currents on the platform [93].

1.5 OVERVIEW OF THE BOOK

The objective of this book is to present the basic formulations and discuss all the technical aspects in the finite element analysis of complex antennas and arrays. The remaining 11 chapters of the book are organized as follows.

In Chapter 2 we describe the formulations of the finite element analysis of antennas in the frequency and time domains. In this description, emphasis is placed on the basic principle of the finite element method instead of its numerical implementation. The modeling of complex anisotropic, dispersive, and lossy materials in the time-domain finite element analysis is discussed in detail. Techniques for solving finite element equations and the use of higher-order curvilinear finite elements are also addressed briefly.

Chapter 3 deals with the fundamental challenge in the partial differential equation–based numerical analysis of open-region electromagnetic radiation and scattering problems, which is the truncation of the infinite solution space into a finite-sized computational domain. The truncation techniques covered include first- and second-order absorbing boundary conditions, various perfectly matched layers, and free-space and half-space boundary integral equations. Their formulation and implementation in the frequency and time domains are discussed in detail.

In Chapter 4 we describe a stable formulation that combines the finite element time-domain method with the highly efficient finite-difference time-domain method. An immediate benefit of this combination is to use the well-established finite-difference time-domain implementation of perfectly matched layers for the truncation of computational domains. Certain equivalence between the finite-difference time-domain and finite element time-domain methods, which provides a theoretical foundation for the stable interface formulation, is illustrated and an accurate near-to-far-field transformation is described.

Chapter 5 deals with another critical challenge specific to the finite element analysis of antennas: the modeling of antenna feeds for radiation analysis and plane-wave excitation for scattering analysis. Described are simplified feed models such as current probes and voltage gaps, as well as a more accurate modeling of waveguide feeds using a waveguide port boundary condition. For scattering analysis, we describe the total- and scattered-field formulations and a novel total- and scattered-field
INTRODUCTION

decomposition approach. Far-field computation and near-field visualization are also addressed briefly.

In Chapter 6 we consider the finite element modeling of complex structures and circuit components, such as thin-material layers and sheets, thin wires and slots, lumped-circuit components, and feeding networks. Such modeling is important for practical applications since these types of structures and circuit components are used widely in antenna designs. The chapter includes many practical examples and, in particular, an example of predicting electromagnetic coupling into an electronic subsystem.

Chapter 7 covers a variety of antenna simulation examples, including two scattering examples, to demonstrate the capability and versatility of the finite element method based on Chapters 2 through 6. The narrowband examples include monopole and microstrip patch antennas, and the broadband examples include the horn, spiral, sinuous, Vivaldi, and Vlasov antennas. Whenever possible, the simulation results are validated or verified with published data, experimental data, or results computed using commercial software.

In Chapter 8 we describe the finite element analysis of axisymmetric antennas in conjunction with absorbing boundary conditions, perfectly matched layers, and boundary integral equations. The analysis exploits the rotational symmetry of the problem by expanding fields and excitations in terms of Fourier modes, which reduces the original three-dimensional problem to a two-dimensional problem where the simulation can be carried out more efficiently using a two-dimensional finite element method.

The modeling of infinitely large phased arrays is the topic of Chapter 9, which covers both the frequency- and time-domain analyses. The implementation of periodic boundary conditions, the formulation of mesh truncation techniques specific to this class of problems, and the modeling of general complex materials are discussed in detail. The use of an infinite phased-array solution to approximate a corresponding finite array is also addressed as a fast practical solution to a very complicated problem.

In Chapter 10 we treat one of the more challenging applications in the numerical simulation of antennas and perhaps in the entire field of computational electromagnetics: analysis of large finite arrays. Two major numerical techniques are presented to deal with this problem. One is based on the finite element tearing and interconnecting algorithm in the frequency domain, and the other is based on domain decomposition strategies in the time domain. Both approaches effectively exploit the geometrical repetitions of a finite array to make the problem tractable.

Chapter 11 deals with another highly challenging problem for antenna analysis: modeling of antenna–platform interactions. Two approaches are described. One approach is based on an accurate simultaneously coupled analysis, which simulates the entire problem numerically in one stage. The other approach is first to apply the finite element method to the antenna and its nearby structure and compute the near field, then calculate the far-field radiation according to Huygens’ principle using either a numerical method based on surface integral equations or a high-frequency asymptotic technique based on ray tracing.
Finally, in Chapter 12 we discuss various numerical and practical considerations in the application of finite element analysis to antennas and arrays, such as selection of the most suitable analysis tool and solver for a specific problem, finite element discretization and corresponding numerical convergence, fast frequency sweep based on sampled frequency solutions, the application of domain decomposition and parallel computing, and the verification and validation of numerical predictions.
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