Index

σ-distance, 151

Achievable D-R region, 179–80
Activation control, sensor, 350, 355, 357–8
    example scenario, 374–8
    transmission scheduling, interaction, 357
Acyclic networks, 59
ALOHA, 315, 320
Analog-amplitude data, 167
A priori information, 166
Architecture, sensor network, 354
Asymptotics, 150, 159, 162, 177
Bandwidth constraints, 149, 152, 157, 162
Bayesian networks, 216
belief propagation evaluation, 84
Bellman-Ford algorithm, 282, 285
Berger-Tung achievable region, 180
Best response dynamic, 360
Binary observations, 150, 151, 153, 160, 166
    dependent, 154
    vector, 160
Block computation, 51
Block coordinate descent, 172, 182
Broadcast network, 60
Broadcast routing, 280, 290

Capacity
    MAC with independent sources, 24–25
    MAC with independent sources and feedback, 25–28
    MAC with dependent sources, 28–30
        under received-power constraint, 31
CAP, see Contention Access Period
Carrier Sense Multiple Access (CSMA), 313–14, 322
CDMA, 365, 368
Centralized codes, 256–7
    centralized Alamouti, 264, 272
    centralized scheme, 265
Channel codes, 173
Channel state information, see CSI
Chernoff-based routing, 298
Circuit switching, 279
Clairvoyant estimator, 150, 151
Clear-To-Send, 314, 322, 325
clique, 217
Collector node, 44
Collision-free protocols, 52
Collision Resolution, 326–7
Collocated networks, 49
Communication complexity model, 46, 48
compatibility function, 217
Computational throughput, 51
Conditional graph entropy, 64
Consistent estimator, 159
Constructive interference, 139
Contention Access Period (CAP), 314
control policy, 236
Convex optimization, 180, 181
convolutional codes, 89
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Cooperative transmission, 253–60, 266, 270, 274
amplify-and-forward (AF), 256–7
cooperative communication, 254, 323–7
cooperative networks, 257
cooperative radios, 254, 257
cooperative relay, 254, 255, 256
cooperative protocol, 254, 257, 265
cooperative schemes, 255, 256, 257, 259
decode-and-forward (DF), 256–7
transmit cooperation, 254–7
Correlation-based Collaborative MAC (CC-MAC), 322–3
Coupled distributed estimation-compression, 171
Coupled sensor observations, 171
Cramer Rao lower bound (CRLB), 150, 155, 160, 165
CSI, 96, 104–6, 108–9, 112, 369
CSMA, see Carrier Sense Multiple Access
CTS, see Clear-To-Send
cut-set bounds, 25–26, 28–30, 36–37
D-MAC, 317
Data Aggregation, 318
data association, 224
Data-Centric MAC, 318
Data Gathering, 328–40
data processing inequality, 33
DCF, see Distributed Coordination Function
decentralized detection, 240
decision state, 236
Decision Tree, see Tree, Decision
dependence-balance bound, 27–28
Detection, 119–20
asymptotic regime, 124
change point, 143
correlated observations, 134
decentralized, 119, 121, 124 see Detection, Distributed
sequential, 143
Detection, Distributed, 119, 121, 124, 240, 340–3
Differential inclusion, 351–2
Digital-amplitude data, 172
Dijkstra’s algorithm, 283
Dimensionality reduction, 150, 167, 170, 181, 182
Distance vector routing, 292
Distortion-rate (D-R) function, 172–5, 178–9, 182
Distortion-rate analysis, 172, 174
Distributed Coordination Function (DCF), 314
Distributed Detection, see Detection, Distributed
Distributed Estimation, see Estimation, Distributed, 149
Distributed Source Coding, 14–23, 319–21
Distributed source compression, 64
Diversity, 256, 260–5, 267, 271
delay diversity, 259, 260
depth diversity, 260, 261, 271
delay diversity, 259, 260
fractional diversity, 262, 275
DPLM, 104–13
dual optimization, 236
Dynamic programming, 352, 367, 370, 381
Lagrangian dynamic programming, 373, 382
Dynamic protocol for lifetime maximization, see DPLM
dynamic range, 231
Eigenvalue decomposition, 169, 174, 176, 179
Encoder, 174–6, 178–80
Energy-efficiency index, 104–5, 107–8
entropy, 235
Equality testing function, 48
Equivalent noise increase, 163, 166
Equivalent noise powers, 163
Error exponent, 124
Estimate-first compress afterwards (EC), 170, 182
Estimation, Distributed, 340–3
Estimator
Unbiased estimator, 151, 159
Universal estimator, 158
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Fading channel, 167, 172, 182
correlated, 365, 368–9
FSMC, 368–9
Fictitious play, 360
Fisher Information Matrix (FIM), 163, 166
Flooding, 280, 290
Fooling set technique, 48
Fusion center, 119, 121, 126, 151

Game theory, 350, 351, 358–9
equilibrium, correlated, 350, 351, 359
equilibrium, Nash, 359
learning, adaptive, 360.
noncooperative, 358
Gaussian CEO problem, 174, 180
Gauss-Seidel iteration, 241
Graph theory, 305
undirected graphs, 305
directed graphs, 306
graphical model, 217
Group Testing, 328–9, 339
GTS, see Guaranteed Time Slots
Guaranteed Time Slots (GTS), 315

Hammersley-Clifford Theorem, 217

IEEE 802.11, 314–15, 325–6
IEEE 802.15.4, 314–15
Incidence observations, 164
Inference problems, 119
information pull, 233
information push, 233
In-network processing, 44
Interior point method, 181

Karush-Kuhn-Tucker (KKT) conditions, 169
KD-tree, 221, 229
KL-divergence, 229
Koerner-Marton problem, 22, 32, 35
Kullback-Leibler divergence, 235

Lagrange multiplier, 170
Lagrangian, 169
Langrangian relaxation, 236

Large deviations, 124
large-scale detection 70
robotic mapping 70
chemical sensors 70
Learning, correlated equilibrium 350, 360
Liapunov stability, 363–5
Likelihood ratio, 120, 123
Limiting performance, 94, 97, 101, 103, 106–7
Link failures, 286
routing loops, 286
count-to-infinity, 287
Link state routing, 292
link-use-rate, 240
Log-likelihood, 161, 164, 166
loopy belief propagation, 220

MAC, see Medium Access Control or multi-access channel
MACA Wireless (MACAW), 314
MACA, see Multiple Access with Collision Avoidance
Markov chain, 178, 363, 368
Markov decision process, 98
Markov decision process, MDP, 350, 352, 366, 367–74
constrained, 373, 382
expected total cost, 370
value function, 370
optimal cost to go, see value function
state action cost, 370
Markov property, 217
Markov random fields, 88, 216
Markovianity, 217
maximal correlation, 37
Maximum a posteriori (MAP), 165
Maximum Likelihood Detector, 327
Maximum Likelihood Estimation (MLE), 150, 151, 160, 165
Quantized observations, 150
Known noise pdf, 151, 159
Unknown variance noise, 152, 159
Invariance property, 151, 153, 159
max-marginals, 219
max-product algorithm, 219
Mean Squared Error (MSE), 150, 157, 160, 165, 166
Medium Access Control (MAC), 311–48
ALOHA, 315, 320
Carrier Sense Multiple Access (CSMA), 313–14, 322
Correlation-based Collaborative MAC, 322–3
Data-Centric MAC, 318
D-MAC, 317
Energy Efficient MAC Protocols, 315
MACA Wireless, 314
Multiple Access with Collision Avoidance (MACA), 313–14
S-MAC, 317
T-MAC, 317
Time Division Multiple Access (TDMA), 314–15
WiseMAC, 316
Memoryless source, 173
Message passing, 140
message schedule, 227
Minimum weight spanning trees, 280
Prim-Dijkstra algorithm, 281
multi-access channel, 24–31
Multicarrier modulation, 167
Multi-hop, 254, 265, 274
Multiple Access with Collision Avoidance (MACA), 313–14
Multi-sensor optimization, 168, 171
Mutual information, 175, 235
NBP, 221
Network age, 105, 108, 112
Network behavior, 254, 265–75
broadcast, 254, 265, 266, 272
continuum model, 254, 267, 268, 272
narrowband network, 267–9
wideband network, 267–9
Network coding, 45
Network lifetime, 93–101, 106–113
law of, 94–6, 99, 104
network source/channel separation theorems, 36
counter-examples, 33–35
Networks
flat ad hoc, 94
hierarchical, 94
clock-driven, 94
event-driven, 94
demand-driven, 94
node-error-rate, 240
non-parametric belief propagation, 220, 221
Non-parametric estimation, 156
Numerical integration, 157, 158
trapezoidal rule, 157, 158
Simpson’s rule, 157
Newton-Cotes formulas, 157
ODE method, 351, 364
OLFC, 236
open loop feedback control, 236
Opportunistic carrier sensing, 104, 107–8
Orthogonal channels, 168, 174
Orthogonality principle, 178
Packet switching, 279
virtual circuit based, 279
datagram based, 279
Parity function, 61
partially observed Markov decision process, 235
partition function, 217
PCF, see Point Coordinated Function
person-by-person optimality, 241
Phase transition, 254, 269, 272
Point Coordinated Function (PCF), 315
Policy, 100, 102–3, 106
stationary, 100–1
optimal, 97, 101, 106
potential functions, 217
Proactive routing, 292
Protocol
pure opportunistic, 104–11
pure conservative, 104, 108–11
max-min, 108–11
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Quantization, 151, 166
Quantization signal to noise ratio (Q-SNR), 152, 158
Quantization-Estimation, 150, 152
Quantized Observations 150

Random increments, 180
Random Multi-Hop Wireless Networks, 49
Random planar network, 57
Randomized codes, 257–263, 265, 267, 272
Gaussian randomization, 259, 263 (Tab.), 264, 265
random antenna selection, 259, 260, 262, 263 (Tab.), 265
randomization matrix, 258–63, 267, 272
rank criterion, 260
spherical randomization, 259, 263 (Tab.), 264, 265
uniform phase randomization, 259, 263 (Tab.), 264, 265

Rate constraint, 172, 174, 175, 178, 182
Rate distortion curve, 64
rate-distortion function, 16
CEO, 21
indirect, 18–22
Koerner-Marton problem, 22–23
remote, see indirect
distortion scaling law comparison, 22
Wyner-Ziv problem, 16
Reactive routing, 293
Regret tracking, 360–2, 374
algorithm, 362
convergence, 351, 360, 363–5, 375–7

Regular Networks, 50
REI, 96, 104–6, 108
Request-to-Send (RTS), 314, 322, 325
Residual energy information, see REI
Reverse water-filling, 174–6, 179
Routing
classifications of, 279
Chernoff based, 298
distance vector, 292
link state, 292
proactive, 292
reactive, 293
shortest path, 279, 291
RTS, see Request-To-Send
rumor propagation, 228

Scheduling
centralized, 94
distributed, 94, 104
sensor, 97, 100–1
transmission, 97, 100–4, 106, 108–10
sensing capacity 74
arbitrary connections model, 74
definition, 76
achievability theorem, 79
extensions, 84
localized sensing, 86
environment models, 87
sensor localization, 222
Sensor network with mobile access, 94
censoring sensor, 141
Shortest path routing, 279, 291
static, 281
adaptive, 289
signal-to-noise ratio (SNR), 169, 177, 180–1
Single-letter characterization, 174
Sleep-Wake Protocols, 316–317
Slepian-Wolf Theorem, 64
S-MAC, 317
source/channel separation theorem, 31, 33
Space-time codes, 257, 259, 260
Alamouti, 257, 258, 260, 264, 274
Distributed space-time codes, 257, 274
Spatial correlations, 63
Spatial reuse, 45, 49
Spatial Sampling, 321–3
SSP, 97–8, 100, 103–4, 114
Stationary point, 172
Stochastic approximation, 351, 361–5, 381
Convergence, 351
Stochastic shortest path, see SSP
Submodularity, 367
sum-product algorithm, 218
sum-product formula, 218
Supermodularity, 352–3, 367, 371
sup-norm, 231

TDMA, see Time Division Multiple Access
temporal dependence, 88
Test channel, 173, 175–6, 179–80
Threshold distortion, 175
Threshold function, 62
Threshold rates, 177
Time Division Multiple Access (TDMA), 314–15
TinyOS, 316
T-MAC, 317
Tracking, target, 357, 375–6
Transition graph, 102
Transmission scheduling, 354, 357–8, 365–6, 369
activation control, interaction 357

Tree Decision, 339–40
tree-rewighted max-product algorithms, 220
Tree Splitting, 332–6
TRMP, 220
Type-Based Multiple Access (TBMA), 343
Types, 51, 77
Type-sensitive functions, 53
Type-threshold functions, 54
Unattended ground sensor network, 349, 353–8
undirected graphs, 216
Unknown noise pdf, 156
Value iteration, 101–3, 114
Vector flow, 164
Water-filling, 170, 182
WiseMAC, 316
Wyner-Ziv, 179
Wyner-Ziv side information problem, 64