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Distribution function:
  - confidence bands, censored case, 586–590
  - confidence bands, uncensored case, 568–578
  - estimation of, censored case, 578–594
  - estimation of, ranked set sample, 705–706
  - estimation of, uncensored case, 191, 568–578, 610

Doksum contrast estimator in two-way layout:
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  - in a one-way layout, 260–261
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Fligner-Policello two-sample test, 145–149
asymptotic relative efficiency, 150
consistency, 149
example, 147–148
large-sample approximation, 146
motivation, 148
properties, 149
ties, 146
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large-sample approximation, 444
motivation, 447–448
properties, 449
relation to Blum-Kiefer-Rosenblatt test, 448
ties, 444–445
Hollander bivariate symmetry test, 102–112
consistency, 111
dexample, 105–110
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Mantel two-sample test for censored data, 594–605
asymptotic relative efficiency, 608
example, 597–598
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example, 143
large-sample approximation, 142
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Multinomial distribution, 27–29
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treatment versus control, 271–278

treatment versus control, 322–327, 382–386
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Nadaraya-Watson estimator, 667–674
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derivation, 673–674
example, 668–670
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local averaging smoother, 657–661
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Nemenyi, Damico-Wolfe one-way layout treatment versus control multiple comparisons, 271–278
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motivation, 274
properties, 277
ties, 273
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large-sample approximation, 323, 326
motivation, 325
properties, 327
ties, 323
New better than used:
class, 546
estimator, 553
tests for, 545–555
New better than used in expectation:
class, 551
tests for, 552–553
Nonparametric statistical procedures:
advantages of, 1–2
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estimator of common odds ratio, 516–521
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Order statistics, in estimation of population median, 78
Orthogonal basis functions, 630
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Proportional hazards, 601–602
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R, computing with, 8–9
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consistency, 101–102
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Ranked set sampling estimators, 685–717, 727–728
distribution function, 705–706
examples, 688–695, 695–704
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Sensory difference tests, 14–15
Sethuraman’s constructive definition of the Dirichlet process, 746
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large-sample approximation, 428–429, 436–438
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estimator of, 413–414
measure of association, 399
Theil confidence interval for slope, 460–463
asymptotic relative efficiency, 494
example, 461
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