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linear regression models, 251
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logistic regression,
classification, 224
classification performance, 229
confidence intervals, 225
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majority decision rule, 158
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misclassification costs, 117
misclassification error, 112, 158
misclassification rate, 22, 114
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logistic regression, 220
model complexity, 231
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momentum, 267, 269
moving average, 407, 408
centered moving average, 408
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multiple linear regression,
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multiple linear regression
model, 144
multiple panels, 53
multiple R², 242
multiplicative factor, 227
multiplicative model, 227
multiplicative seasonalitiy, 384
naive Bayes, 169
naive classification, 122
naive forecast, 372
naive model, 241
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recommender systems, 309
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regression, 140
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seasonality, 364, 367
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self-proximity, 340
SEMMA, 21
sensitivity, 119
sensitivity analysis, 268
separating hyper-plane, 277
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training, 257
training data, 18, 20
sum of squared deviations, 143, 208
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logistic regression, 247
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Term Frequency-Inverse Document Frequency, 455
TP, 16
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statistics, 6
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stepwise, 151
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subset selection, 100, 150
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search, 165
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logistic regression, 225
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