Index

Anderson model, 29, 40, 53, 182, 187, 234, 237
Anderson’s theorem, 217
AR(1) error model, 28, 79
Automobile data, 165
Bartlet decomposition, 6
Best linear unbiased estimator (BLUE), 34
Best linear unbiased predictor (BLUP), 70
Bond price data, 55
Cauchy–Schwarz inequality, 41, 43
Chi-square ($\chi^2$) distribution, 4
Cholesky decomposition, 6
Circularly distributed error model, 234
CO$_2$ emission data, 135, 181
Concentration inequality, 215
Concentration probability, 215
Conditional covariance matrix, 15
Convex set, 215
Covariance matrix, 2
Degeneracy, 233

Elasticity, 49, 136
Elliptically symmetric distribution — with finite moments, 11
definition, 11
characterization, 87
conditional distribution, 13
marginal distribution, 13
Equi-correlated model, 29
Equivalence theorem, 215
Equivariant estimator, 124, 132
location-equivariant estimator, 37, 197, 220

Gamma
— function, 4
Multivariate — function, 5
Gauss–Markov estimator (GME), 34, 70, 98, 144, 172, 196, 214
Gauss–Markov predictor (GMP), 71, 172
Gauss–Markov theorem, 34, 196
— in prediction, 70
maximal extension of —, 206
nonlinear version of — in estimation, 83, 209, 260
nonlinear version of — in prediction, 76
General linear regression model, 26, 34, 41, 82, 97, 171, 195, 214, 244
General multivariate analysis of variance (GMANOVA) model, 245
Generalized least squares estimator (GLSE), 35, 72, 91, 98, 144, 173, 220, 245
Generalized least squares predictor (GLSP), 72, 173

Group
— of nonsingular lower-triangular matrices, 123
— of nonsingular lower-triangular matrices with positive diagonal elements, 16
— of nonsingular matrices, 16
— of orthogonal matrices, 16
definition, 16
group action, 17
group invariance, 16
subgroup, 17
transitivity, 17

Growth curve model, 244

Heteroscedastic model, 30, 43, 84, 93, 105, 127, 158, 165

Hypergeometric function, 161

Indicator function, 14

Invariance property
— of GLSE, 43, 125
— of loss function, 115, 125

Invariant function, 18

Inversion formula, 176

Kantorovich inequality, 111

Kronecker product, 32

Linear unbiased estimator, 34
Linear unbiased predictor, 70
Location-equivariant estimator, 37, 197, 220

Log-concavity, 218

Loss function, 114, 125, 132, 150, 160

Maximal invariant, 18

Maximum likelihood estimator (MLE), 39

Mean vector, 2

Moore–Penrose generalized inverse, 66

Most concentrated, 215

Multivariate linear regression model, 21

Multivariate normal distribution characteristic function, 21
characterization, 8
conditional distribution, 3
marginal distribution, 2
moment generating function, 21
probability density function, 2

Nonlinear version of Gauss–Markov theorem
— in estimation, 83, 209, 260
— in prediction, 76

Normal approximation, 171

Orbit, 17

Ordinary least squares estimator (OLSE), 35, 104, 145, 194, 197

Ordinary least squares (OLS) residual, 20, 245, 250

Rao’s covariance structure, 152, 200, 249

Restricted GLSE, 45

Restricted Zellner estimator (RZE), 48

Risk function, 125, 133

Risk matrix, 70, 98, 144, 196, 245

Seemingly unrelated regression (SUR) model, 31, 47, 85, 94, 101, 107, 118, 135, 180, 187, 224

Serial correlation model, 143

Simple covariance structure, 102

Spectral decomposition, 7

Spherically symmetric distribution
— with finite moments distribution, 10
definition, 8
Symmetric convex set, 215
Symmetric inverse property, 115, 150, 160
Symmetric set, 215
Symmetry about the origin, 217

Uniform bound
— for cdf, 186
— for pdf, 176
Uniform distribution on the unit sphere, 4, 10
Unimodal, 217

Unrestricted GLSE, 46, 106, 129, 160, 168
Unrestricted Zellner estimator (UZE), 48, 107, 118, 225
Upper bound for risk (covariance) matrix, 109, 144
Upper bound problem, 102
Wishart distribution
  marginal distribution, 6
  probability density function, 5