acceptable model, 294
additional bivariate models, 581
additional growth models, 65
interaction factors, 65
additional selected seemingly causal models, 243
additive growth model, 60, 218, 227, 413, 459
additive regression models, 115, 174
additive seemingly causal model, 213, 224
advanced bivariate model, 82
trend, 82
advanced growth model, 67
interaction factors, 67
advanced moving average models, 509–510
advanced two-piece interaction model, 179
Agung–Kendall–tau (AKT) index, 504
Akaike information criteria (AIC), 28, 39, 44, 47, 53, 302
statistics, 53, 199
alternative auto-regression models, 267
alternative discontinuous growth models, 138
alternative hypothesis, 442
alternative model, 113, 181, 182, 446, 447, 555–556
application, 447
AR(p) growth model, 556
AR(p) polynomial model, 556
AR(p) return rate model, 556
classical growth model, 555
Cobb-Douglas AR(p) model, 556
simplest model trend, 113, 555
alternative nearest neighbor fit estimates, 519
alternative time series models, 384
alternative univariate growth models, 60–70
analysis of covariance (ANCOVA), 225
analysis of covariance (ANCOVA) time series model, 232
analysis of variance (ANOVA), 225
models, 220
table, 546
ARMA(p,q) model, see autoregressive moving average model
augmented Dickey-Fuller (ADF) test, 445, 448
approach, 446
unit root tests, 448
autocorrelation coefficients (AC), 17–18, 171, 179, 281, 287, 293, 310, 319, 322
autocorrelation function (ACF), 532
autocorrelation parameters, 223, 331
autocovariance, 536
autocovariance function (ACF), 527, 531, 538, 539
autoregressive(1) additive linear model, 116
path diagram, 116
autoregressive(1) bivariate model, 84
autoregressive(1) Cobb-Douglas model, 246, 270
autoregressive(1) constant elasticity of substitution models, 249
autoregressive(1) general linear model, 565
estimation method, 566
$\mu_t$ properties, 566
autoregressive(1) growth model(s), 33, 44, 48, 54, 81, 133, 134, 141, 143, 153, 176, 178
growth curve, 141
intercept, 153
origin, 11, 151
path diagram, 176, 178
statistical results, 54, 81, 143
time series, 141
autoregressive(1) instrumental translog linear model, 57, 310, 397, 399, 401, 455
reduced model, 399, 401
statistical results, 57
time-related effects, 401
autoregressive(1) modified constant elasticity of substitution models, 274
autoregressive(1) multivariate general growth models, 78
autoregressive(1) nonhierarchical ISCM, 405
autoregressive(1) piecewise growth model, 132
autoregressive(1) process, 442
autoregressive(1) regression model, 262, 319
autoregressive(1) simultaneous causal interaction model, 311
autoregressive(1)_TGARCH (1,1,0) models, 427, 428
application, 428
autoregressive(2) translog linear model, 310, 455
RV-test, 455
autoregressive(2) two-way interaction model, 266
autoregressive(3) additive model, 268
autoregressive(3) constant elasticity of substitution models, 255, 272, 273
statistical results, 255
autoregressive(3) growth model(s), 37, 179, 277, 278, 287, 296, 465
statistical results, 37, 179
autoregressive(3) interaction model, 267, 269
autoregressive(4) constant elasticity of substitution models, 272
autoregressive(4) growth model, 37, 126, 128, 278
statistical results, 37
autoregressive(4) interaction model, 269
autoregressive (AR) indicators, 136
autoregressive (AR) instrumental models, 400
time-related effects, 400
autoregressive (AR) roots, 325, 327, 328
graph, 324
table, 324
autoregressive bivariate model, 76
higher-order, 76
autoregressive bounded growth model, 39
autoregressive coefficients, 76
autoregressive conditional heteroskedasticity (ARCH) models, 99, 419, 420, 421, 422, 423, 424, 427, 429, 432
AR(2)_GARCH (1,0,0) models, 427
AR(2)_TGARCH(0,1,0) models, 427
estimation method, 420
exogenous variables, 424
options, 419, 420
windows, 420
autoregressive growth model, 29–32, 36, 282, 41, 44, 70, 71, 94, 113, 114, 115, 135, 201–203, 265, 275, 276, 293, 310, 382
Index

additive growth models, 56
exogenous variables, 114
first-order, 29, 41, 70
generalized Cobb–Douglas growth model, 482
higher-order, 36, 71, 135
indicators, 374, 461
mixed lagged-variable, 44
residual graph, 482
statistical results, 94
trend, 113, 114, 115
autoregressive indicators, 228, 282
autoregressive instrumental model, 414
autoregressive mean model, 304
autoregressive moving average model, 513–516, 538, 577
covariates, 514
residual graphs, 514
autoregressive multivariate linear model, 319
autoregressive nonlinear least squares (NLS) models, 472
autoregressive(p) bivariate model, 181
autoregressive(p) bounded growth models, 39
autoregressive(p) constant elasticity of substitution models, 271
autoregressive(p) GARCH (a, b, c) model, 425
autoregressive(p) growth models, 30–32, 45, 202, 277, 540, 554, 559
autocovariance function, 540
autoregressive(p) interaction models, 265
autoregressive(p) linear model, 553–555, 567, 585
estimation method, 554

μi properties, 554
autoregressive(p) multivariate general linear model (MGLM), 585, 586
exogenous variables, 585, 586
autoregressive return rate classical growth models, 312, 367
autoregressive simultaneous causal effects model, 392
autoregressive structural equation model (AR_SEM), 96

autoregressive trivariate models, 93
autoregressive univariate linear regressions, 92

basic polynomial model, 260
basic regression model, 26
basic vector autoregressive (VAR) model, 321, 323, 324
representation, 321
statistical results, 324
BASICS work file, 21, 188, 198, 209, 314, 477, 517
FF variables, 21
PPI variables, 21
URATE variables, 21
Y variables, 21
best fit model, 423, 508–509
measurement, 508
bilateral causality model, 322
bivariate correlations, 373
bivariate data set(s), 20, 516
bivariate Granger causality tests, 580
VAR model, 579
bivariate graph, 12, 18, 291
bivariate growth model, 70, 74, 75, 80, 83, 118, 182
parameters, 182
residual graphs, 75
time-related effects, 118
trend, 80
bivariate lagged-variable autoregressive (1,1) model, 395
bivariate regression function, 82
path diagram, 82
bivariate scatter plot, 20
bivariate seemingly causal models, 203–220, 343
bivariate time series models, 516, 579–580
bivariate translog linear instrumental models, 406, 407, 556
bivariate vector autoregressive (VAR) model, 325, 326
statistical results, 326
bounded autoregressive growth models, 38–41
bounded growth models, 38, 39, 56, 129, 131, 136–138, 581
Box–Cox model, 417
box plots, 11, 12, 73, 155, 198, 199, 269, 278, 279, 435
graph options, 12
Breusch–Godfrey serial correlation LM test, 33, 188, 195, 210, 490
statistical results, 33
categorical graph options, 13
categorical variable (CV), 130, 239
cell-means model(s), 186–192, 442
statistical results, 188
central limit theorem (CLT), 23, 35, 107, 504
I, 107
II, 107
III, 107
CES, see constant elasticity of substitution model
chi-square distributions, 108, 503, 569
chi-squared-statistic(s), 33, 48, 51, 53, 57, 85, 93, 94, 119, 126, 128, 250, 333, 337, 339, 340, 450, 482, 490, 491, 547
chi-square test(s), 35, 327, 565
Chow’s breakpoint test, 155
Chow’s forecast test, 158–159
classical AR(1) growth model, 155
classical growth model, 25, 122, 123, 137, 140, 157, 350, 471–473
corner point, 123
dummy variables, 157
statistical results, 471
variables, 350
classical moving average estimation method, 506, 507
classical statistics, 38, 105
Cobb-Douglas additive AR(1) model, 270
Cobb-Douglas AR(p) model, 556
Cobb-Douglas (CD) model(s), 61, 243, 245, 271, 290, 296, 391, 406, 473–491
AR(2)_TGARCH(1,1,0) model, 428
residual graph, 473
Cobb-Douglas production function, 57, 298, 473
coefficient correlations, 552
coefficient of determination, 547
coefficient restrictions window, 57
cointegrating coefficient, 342
cointegrating equation(s), 355, 357, 363–366, 370, 371, 373, 379
correlation matrix, 371
effect, 357
cointegration rank test, 342
cointegration series, 371, 372
characteristics, 371
growth curves, 372
cointegration test, 331, 341, 342
statistical results, 331
component ARCH(1,1) model(s), 419, 422, 439
general GARCH variance series, 439
conditional variance model, 433, 436, 440
consistent covariance, see heteroskedasticity
constant elasticity of substitution model(s), 243, 249, 271, 300–304, 406, 428, 476, 492
exogenous variables, 492
production function, 59, 491
statistical results, 354, 492
VAR model, 354
constant partial elasticity, 245
continuous growth models, 25, 78
introduction, 25
coordinate system, 64, 65	hree-dimensional, 64
two-dimensional, 64, 65
correlation analysis, 453
correlation coefficient, 284, 548
correlation matrix, 16, 112, 217, 218, 242, 248, 428
steps, 217
variables, 112
correlation tests, 454
p-values, 454
correlogram, 36, 86, 195, 196, 281, 282, 331, 332
correlogram Q-statistic, 35–38
covariance analysis model, 158
covariance estimator, 263
covariance matrix, 571
cross-sectional data analysis, 205, 211
cubic polynomial growth function, 50, 51, 55
cubic polynomial model, 54, 55
cumulative distribution function (CDF), 62, 436
data analysis process, 7, 18, 22, 105, 192, 226, 231, 323, 337
descriptive statistical summary, 7
stages, 18
data set, 10
Demo_modified.workfile1, 6, 26, 49, 65, 80, 82, 121, 124, 131, 235, 259, 320, 323, 460, 461, 471, 474, 487, 497
error message, 487
variables list, 6
Demo.xls, 3, 6
data variables, 6
group space, 6
density function, 107, 108, 503, 529, 548, 552, 558, 563, 577, 583, 584
descriptive statistical summary, 7, 9, 11
advantages, 9–11
steps, 7–9
groups, 11
options, 9
dichotomous independent variable, 234
Dickey–Fuller (DF) test, 442
discontinuous growth model(s), 121, 140
introduction, 121
residual graphs, 140
discontinuous translog linear AR(1) growth models, 138
distribution free statistics, see nonparametric estimation methods
\(d\log(ivmae)\) variable, 280, 281, 282
AR(2) model, 280
correlogram, 281, 282
\(d\log(M1)\) variable, 50–55, 312, 361, 364, 365, 368, 369, 476, 512–514
kernel fit, 50
scatter graph, 50
scatter plot, 53
\(d(M1)\) variables, 18
correlograms, 18
dummy variable(s), 99, 122–124, 130, 132, 140, 144, 147, 159–161, 165, 182, 187, 188, 191, 205, 234, 249, 281, 386, 421, 470
generation, 124
E1 residuals, 86–88
correlogram, 86
empirical normal distribution tests, 88
statistics, 86
unit root test, 87
E2 residuals, 86
correlogram, 86
statistics, 86
econometrics return rates, 312
return of asset (ROA), 312
return of equity (ROE), 312
return of investment (ROI), 312
EDF test, 88
test of empirical association model, 170
test of empirical data sets, 237
test of empirical distribution tests, 87
Enders’ statement, 304
test of endogenous lag interval, 344
test of endogenous multivariate moments, 574
test of endogenous variables, 60, 74, 80, 90, 118, 151, 171, 204, 221, 227, 256, 346, 513, 524
test of growth rate, 151
\(GDP\), 171
gdp\(_t\), 81
lag interval, 346
\(log(GDP)\), 74
\(log(M1)\), 74
\(M1\), 171
\(m1_t\), 81
path diagram, 80, 90, 227
environmental variable, 333
environment-related effects, 224, 231
Epanechnikov Kernel function, 523
equation specification window, 39, 41, 49, 56, 61, 124, 155, 263, 386, 402, 407, 410
error message, 387, 388
test of error sum of squares (SSE), 544
test of error term matrix, 583
test of error terms properties, 528, 551
test of estimation methods, 263
LS options, 263
TLS options, 263
EViews workfile, 1, 3–7, 49, 96, 106, 109, 222, 226, 275, 319, 441, 448, 474, 476, 479, 483, 489, 490, 491, 519, 526, 573, 579
basic options, 1
creation, 3–7
data list, 4
definition, 1
eexample files, 3, 4
statistical results, 109
Excel datafile, 3, 7, 188
creation steps, 3
Excel spreadsheet, 3, 6
exogenous variable(s), 59, 60, 90, 100, 164, 182, 213, 214, 226, 227, 241, 322, 323, 327, 333, 334, 343, 386, 402, 491, 559, 561, 579
path diagram, 80, 227
window, 334
explanatory model, see seemingly causal model (SCM)
exponential generalized autoregressive conditional heteroskedasticity (EGARCH) model, 419, 422, 423, 437
EGARCH (0,b,0), 438
EGARCH (a,0,0), 437
equation, 423
general GARCH variance series, 437
exponential growth functions, 55
exponential growth model, 311
exponential growth rate, 59, 304, 423
federal fund, 315
FF variables, 21, 22, 315
bivariate scatter plots, 22
growth curves, 21
fifth-degree nonlinear least squares (NLS) model, 498–499
first-order autocorrelation, 31, 42, 210, 283
first-order autoregressive model, 396, 530–533, 550–553
autocorrelation function, 531
parameters estimation, 532
parameters properties, 530
two-stage estimation method, 550
first-order moving average model, 535–536
first-order serial correlation, 551
Fisher F-statistic (s), 28, 40, 62, 126, 128, 134, 152, 158, 159, 214, 250, 326, 333, 450, 460, 462, 547
forcing process, 212
four time series VAR model, 338
F-test, 35, 570, 580
Wald form, 570
Gaussian disturbance(s), 561, 562
Gaussian errors, 568
variance covariance matrix, 568
GDP return rate model, 367, 368
time-related effect, 368
correlation matrix, 16
descriptive statistics, 9
growth curves, 13
histograms, 14
mean, 12
mean graph, 16
theoretical distributions, 15
general autoregressive moving average (ARMA) model, 538–541
ACF derivation, 538
estimation method, 541
general discontinuous seemingly causal models, 238–243
general growth model, 60
generalized autoregressive conditional heteroskedasticity (GARCH) variance series, 421, 424, 434, 435, 436, 440
box plot, 435
growth curve, 435
graphical representation, 434
generalized Cobb–Douglas (GCD) model(s), 474, 479, 480, 481, 484, 487, 488
dummy variables, 481
input variable, 480
one input variable, 479
residual graphs, 484
statistical results, 481, 488
trend, 479, 480, 487
generalized discontinuous models, 159
trend, 159
generalized error distributions (GED), 431, 432
generalized Granger causality (GGC) tests, 338
generalized-Kendall–tau (GKT) index, 504
generalized least squares (GLS) estimator, 569, 570, 571
covariance matrix, 569, 571
generalized method of moment (GMM) estimation method, 416
generalized multivariate models, 118
generalized translog linear model, see Cobb–Douglas (CD) model(s)
general lagged-variable autoregressive model, 567–568
general linear models (GLMs), 381, 400, 561, 535, 568
application, 381
Gaussian errors, 568
general system equations, 228
general/threshold autoregressive conditional heteroskedasticity model, 419, 422, 423, 436
variance series, 436, 437
general two-piece models, 160, 174
time-related effects, 174
trend, 160
general univariate LVAR(p,q) seemingly causal model, 212–220
geometric growth model, 25
good fit model(s), 231, 391, 400
Granger causality, 328, 339
bilateral causality, 328
feedback causality, 328
tests, 338, 341
graphs over times, 12
grid search method, 554
growth curve(s), 12, 155, 313
growth curve models, 259
specific cases, 259
growth curve patterns, 210, 259
growth model, 31, 56, 64, 142, 143, 151, 185
breakpoints, 143
exogenous variables, 56
growth curve, 141
interaction factors, 64
statistical results, 31
growth rate, 122
parameters, 152
Gunawan’s data set, 21
scatter plots, 21
Hannan–Quinn criterion (HQC), 39, 48
heterogeneous regressions, 157, 171, 225, 233
heterogeneous time series models, 233
heteroskedasticity, 42, 216, 262, 263, 265, 275, 287, 293, 310, 419
heteroskedasticity consistent covariant matrix estimator, 263
hierarchical model, 220, 224, 225
hierarchical three-way interaction ISCM, 405
higher-dimensional multivariate models, 231
higher-interaction models, 225
higher-order serial correlation, 446
unit root test, 446
histogram-normality test, 34
homogeneous regressions, 158, 190, 191, 232
intercepts, 191
homogeneous residual term hypothesis, 34
homogeneous time series models, 232
hypothetical data set, 118, 171, 235

IF condition window, 131
industry production index, 315
inferential statistical analysis, 309
instrumental model, 388, 389, 391, 393, 397, 399, 417, 451
development, 388
equation specification, 393
extension, 417
omitted variables test, 451
reduced models, 399
residual analysis, 388
instrumental seemingly causal models, 401, 402, 409, 410, 411, 416
additive multivariate, 409, 411
statistical results, 416
instrumental translog linear models, 399
instrumental two-way interaction model, 414
instrumental variable(s), 333, 385, 390, 392, 396
  system equation, 392
instrumental variables model(s), 381, 383, 384, 386
  use, 381
interaction factor, 67, 252
  log(GDP), 67
interaction growth model, 64, 223, 254, 414
  statistical results, 254
interaction simultaneous seemingly causal model, 229
interaction translog linear seemingly causal model, 241
interaction vector autoregressive (VAR) model, 354
intercept parameter, 277
interquartile range (IQR), 11
inverted autoregressive (AR) root, 516
ISCM, see instrumental seemingly causal models
iteration least squares (ILS) estimation method, 71, 74
IVMAUT variable(s), 259, 260, 265, 288
growth curve, 260
IVMDEP variable(s), 259, 260, 265, 288
growth curve, 260
IVMMMAE variable(s), 259, 260, 288
growth curve, 260
Jarque–Bera statistic, 9, 11, 34, 36
  use, 11
Jarque–Bera test, 86, 87
Johansen cointegration test, 331
Johnson–Neyman technique, 171, 233
  joint effect test(s), 85, 93, 118, 119, 134, 178, 449, 451
  joint hypothesis, 18, 36
  joint significant effect, 53, 68
J-test, 456

Kendall–tau index, 504
Kernel density, 88, 89
  bandwidth, 89
  options, 89
  theoretical distribution, 89
Kernel fit regression(s), 523–526
Kernel function, 523
K-nearest neighbor estimation method (k-NN), 504, 517
  kth order, 504
K-nearest time forecast (K_NTF), 505
  moving average, 506, 511
K-previous time points (K_PT), 505
lagged dependent variable(s), 402, 410, 411
lagged endogenous variable, 46, 113, 114, 162, 282
  higher-order, 162
lagged exogenous variables, 221
lagged-variable(1) growth models, 44, 54, 55, 117, 194
  statistical results, 54
lagged-variable(1) regression, 118
lagged-variable(1)_TGARCH (1,1,0) models, 431
lagged-variable(1)_TGARCH (1,1,0) models, 430
lagged-variable(2) interaction ISCM, 404
lagged-variable(2) model(s), 46, 275, 276
lagged-variable(2,1) growth models, 48
  serial correlation LM test, 48
lagged-variable(3) model, 276, 286
lagged-variable(4) model, 194
lagged-variable(5) model, 194
  statistical results, 194
lagged-variable AR GCD model, 485
  statistical results, 485
lagged-variable AR(1) bivariate model, 77, 80, 81
  trend, 80
lagged-variable AR(1,1) model, 57, 118, 284, 285, 306, 394–395
  interaction model, 254
  statistical results, 254
lagged-variable AR(1,2) model, 286
lagged-variable AR(1,2) quadratic growth model, 78
lagged-variable AR(1,2) translog linear models, 299
lagged-variable AR(1,3) model, 178
lagged-variable AR(1,q) bivariate growth model, 77
  statistical results, 77
lagged-variable AR(2,1) growth model, 46, 214
lagged-variable AR(2,1)_SCM, 433
lagged-variable AR(p) model, 275
lagged-variable AR(p,q) model, 223, 283, 376, 567
exogenous variables, 223
lagged-variable autoregressive(1,1)
translog linear model, 395
lagged-variable autoregressive CES
models, 249
lagged-variable autoregressive
model(s), 41, 45, 58, 113, 201, 218, 282, 299, 557, 559
general, 559
higher-order, 45
simple, 557
lagged-variable model, 41, 145, 192, 212, 275, 276, 304, 320, 556–557
lagged-variable multivariate additive
model, 98
statistical results, 98
lagged-variable(p) growth model, 45
lagged-variable(q) model, see qth lagged
endogenous variable model
lagged-variable-third-order autoregressive
two-piece growth model, 166
lag interval(s), 343, 345, 351, 355, 360, 361
lag order selection criteria, 329
lag specification, 356, 358, 360
lag structure analysis, 324, 327
least squares (LS) estimation method, 26, 319, 543–544, 549
ARMA, 26
models, 476
NLS, 26
TLS estimation methods, 383
left-hand-side hypothesis, 58, 126, 127
likelihood function(s), 541, 548
linear association models, 320
linear causal effect, 17, 168
linear model, 544
basic assumptions, 544
model parameters, 545
Student’s t-statistic, 546
variance table analysis, 546
linear regression, 17, 164, 206, 315, 444
linear regression function(s), 121, 316, 392
linear regression model, 55
linear trend effect, 65
Ljung–Box (LB)-statistic, 18
Lny series generation, 131
Lny variable, 129, 131, 132, 135–138
local polynomial kernel fit
regression, 522–524
logistic seemingly causal model, 245
log(ivmae) variable, 282
correlogram, 282
log(ivmmae) variable, 270, 277–282
AR(2) model, 279
AR(3) model, 279
growth curve, 279, 282
residual correlograms, 281
log likelihood function (LL), 529, 532,
534, 549, 552, 554, 557, 558, 559,
563, 566, 570, 578, 584, 586
log likelihood ratio (LR), 158, 456
statistic, 159
log likelihood ratio (LR) chi-squared-
statistic, 449, 462, 466
log(M1) mean model, 186
residual graph, 186
log(M1) variable, 26, 28, 31, 38, 40, 44,
46, 55, 59, 67–69, 74, 154, 157, 159,
164, 165, 168–170, 178, 179, 186,
204–209, 215–219, 221, 234, 248,
250–251, 253–255, 257, 335,
337–341, 343, 361, 362, 364, 365,
368, 369, 373, 385, 392, 431, 462,
476, 513, 514, 524
Chow’s forecast test, 159
overlay growth curves, 205
simple linear regression, 169
log(mmdep) variable, 270, 271, 277, 283,
284, 286, 290
LVAR(2,1) model, 290
London metal exchange price, 291
M1 growth model, 27, 29
residual graphs, 29
M1 return rate model, 367, 368
time-related effect, 368
M1 variable(s), 9, 12, 13, 14, 15, 16, 17,
18, 157, 524
Chow breakpoint tests, 157
correlograms, 18
descriptive statistics, 9
growth curves, 13, 524
multivariate AR$(p)$ general linear model, 79
trend, 79
multivariate autocovariance function, 575
multivariate autoregressive model (MARs), 70, 95, 100, 102, 226, 312, 374, 380, 413, 574
additive model, 96, 345
growth model, 413
hypothetical path diagram, 96
two-way interaction model, 102
two-way interactions, 100
multivariate exogenous variables, 160, 171, 323
multivariate growth models, 70–79, 414
classical, 70
multivariate general linear model (MGLM), 573, 583, 585
autoregressive errors, 585
maximum likelihood estimation, 583
Student’s $t$-test, 584
multivariate hypotheses, 85
multivariate infinite moving average series, 576
multivariate instrumental model(s), 406, 409, 410
multivariate instrumental seemingly causal models (ISCMs), 409
multivariate linear seemingly causal models, 310
multivariate models, 95, 180, 376
residual graphs, 376
states, 180
time periods, 180
trend, 95
multivariate time series model, 228, 319, 576
multivariate variance regressors, 429

Narindra’s data set, 21
scatter plots, 21
natural logarithm, 333
nearest neighbor fit, 206, 209, 517, 522, 524–526
curves, 520
data analysis, 521
fit series, 520
mathematical background, 518

$M1$ variable(s) (Continued)
histograms, 14
mean, 12
mean graph, 16
theoretical distributions, 15
$M2$ variables, 22
bivariate scatter plots, 22
MA(1) model, see first-order moving average model
MA(2) model, see second-order moving average model
macroeconomic indicator, see growth curve
MA$(q)$ model, 540
autocovariance function, 540
marginal cost (MC), 244
maximum likelihood estimation
method, 529, 548–550, 552–553, 563, 570
maximum likelihood (ML) function, 549
mean absolute error (MAE), 508
mean model, 527
mean squared error (MSE), 508, 544, 562
MMDEP variables, 259, 260
growth curves, 260
modified interaction models, 177
modified logistic seemingly causal model (SCM), 245
monotonic growth curves, 20
moving average estimation
methods, 504–508
moving average models, 509–513, 535
error message, 510
first-order, 535
multicollinearity effects, 108, 112
multidimensional exogenous variable(s), 56, 578, 586
multidimensional scores/measurements, 105
multifactorial cell-means models, 190
multilevel cell-means model, see multifactorial cell-means models
multiple regression, 106
multiplicative model, 459
multivariate AR(1) general growth models, 79, 96, 411
S-shape, 79
multivariate AR(1) two-way interaction model, 412

Narindra’s data set, 21
scatter plots, 21
natural logarithm, 333
nearest neighbor fit, 206, 209, 517, 522, 524–526
curves, 520
data analysis, 521
fit series, 520
mathematical background, 518
Index

regression, 519
scatter graph, 206, 520
neo-classical growth model, 63
statistical results, 43, 45
Newey-West HAC standard errors, 305
Newey-West option, 264
nonlinear least squares AR(1) model, 473
statistical results, 473
Demo.Wf1, 495
residual graphs, 496, 498, 499
statistical results, 477, 494, 495, 496
unexpected statistical results, 478
nonhierarchical model, 225, 226, 267, 268, 402
nonlinear function, 225
nonlinear least squares (NLS) model, 469
interaction models, 475
regression functions, 482
nonlinear parameters, 469
nonnested AR(1) models, 458–459
nonnested basic regression models, 456–458
nonnested lagged-variable autoregressive (2,1) SCMs, 464
nonnested test (NN-test), 455–459
nonnested translog linear model, 459–460
nonparametric correlation, 504
nonparametric data analysis, 503
nonparametric estimation methods, 317, 503–524
nonparametric growth models, 524
nonparametric multivariate central limit theorems (NM_CTL), 504
nonparametric regression, 20, 317, 516, 519
curve, 517
models, 20
time series, 516
nonsingular matrix, 582
normality assumption hypothesis, 34–35
normal linear regression, 577
not appropriate models, see not recommended models
not recommended cell-means model, 190
not recommended model(s), 183–184, 207, 256
Wald test, 127
numerical variables, 7, 10, 12, 234
% ASTINDO, 10
% BLOCKA, 10
GDP, 7, 12
M1, 7
NPM, 12
PR, 7, 12
RS, 7, 12
OBS indicator, 5
ordinary least squares (OLS) estimation method, 105, 215, 307, 309, 389, 528, 530, 562, 577, 578, 582
assumptions, 34
parameter, 582
regression, 570
simple linear regression equation, 20, 524
ordinary least squares (OLS) F-test, 564, 584
Wald form, 564, 584
omitted variables test(s), 448–454, 462, 463
one-sided hypothesis, 123, 187
one unit root, 356
orthogonal regressions, 19, 20
overflow error message(s), 256, 470, 494
PARCH model, 419, 422, 423, 438
equation, 423
general GARCH variance series, 438
PARCH(0,b,0) models, 438
PARCH(3,1,2) model, 439
PARCH(a,0,0) models, 438
partial autocorrelation (PAC), 17–18, 46, 195, 281
coefficient, 17, 45, 46
differences, 182
partial serial correlation, 304
Phillips–Perron (PP) test, 447, 448
unit root tests, 448
piecewise causal effect model, 172
path diagram, 172
piecewise growth model, 124
piecewise lagged-variable autoregressive (2,3) model, 241
piecewise S-shape growth models, 129, 138
point estimators, 544
POLI\_1 variable, 196
scatter graph, 196
POLI\_1 Y bivariate variable, 210
graph, 210
polynomial bivariate AR(1) growth models, 75
polynomial characteristic, 327
polynomial degree, 519
polynomial growth model, 49, 55, 261
population autocorrelations, 331
population growth model, 291, 441
population variance, 562
positive skewness, 11
possible reduced models, 51, 215
PPI variables, 21, 22
bivariate scatter plots, 22
growth curves, 21
principal component factor analysis, 257
PR variables, 9, 12, 13, 14, 15, 16, 17
correlation matrix, 16
descriptive statistics, 9
growth curves, 13
histograms, 14
mean, 12
mean graph, 16
theoretical distributions, 15

Q-statistic, see Ljung–Box (LB)-statistic
q\textsuperscript{th} lagged endogenous variable model, 556
quadratic function, 534
quadratic growth model, 49, 137
quadratic nonlinear least squares (NLS) models, 494, 498
objective function, 494, 497
quadratic term, 255
quadratic translog model, 352
quantitative coefficient, 117
quarterly data, 5
workfile space, 5
quarterly time series, 192, 193
quick/estimate equation, 26
Ramsey RESET test(s), 459–462, 464–467
error message, 461
statistical results, 462
random walk drift model, 443, 444
real-valued sample space, 23
reduced linear model, 300
reduced model, 58, 401
path diagram, 95
statistical results, 58
VAR models, 336
redundant variables test (RV-test), 454–456, 462–464
regression(s), 18, 146, 148, 149, 150, 152, 154, 161, 162, 173, 177, 178, 183, 189, 194, 195, 196, 199, 200, 203, 213, 215, 219, 223, 242, 246, 247, 251, 261, 262, 264, 266, 269, 280, 284, 301, 308, 396, 443, 484, 548
BG serial correlation test, 189
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