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Latin hypercube (LH) sampling 76–80, 89, 103–5
Leamer, Edward E. 9–10
Least-square computation 17–18, 66
Linear models 22–3
and experimental design 65–6
least-squares solution 17–18, 66
random samples 66
regression analysis 66
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