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Key Concepts

- Alternative splicing is a key element of eukaryotic gene expression.
- Almost all polymerase II transcripts are alternatively spliced.
- RNA is chemically and structurally more flexible than DNA, and can act as a catalyst.
- RNA is an active player in mediating genetic information, not just a static messenger.
- Almost the entire human genome is transcribed into RNA and new classes of noncoding RNA molecules are emerging.
- The number of diseases known to be associated with alternative splicing is steadily increasing.

1.1 Introduction: The Fascination of Alternative Pre-mRNA Splicing

The genetic information is stored in DNA, which is transferred from one generation to the next. During the life of a cell, this DNA information is retrieved as RNA. Whereas DNA is chemically very stable and therefore well suited to archive the genetic information, RNA is chemically more reactive, and thus unstable. Therefore, with the exception of RNA viruses, RNA does not store the genetic information but rather acts as an intermediate between DNA and proteins.

However, RNA does not simply copy the genetic information, as the primary RNA transcript generated from DNA undergoes processing. Most human polymerase II transcripts contain exonic sequences that are finally exported into the cytoplasm (exons, for exported sequence), whereas the intervening sequences (introns) remain in the nucleus. The removal of the introns and the joining of the exons is known as pre-mRNA splicing [1–3]. Almost all human protein-coding genes undergo alternative splicing (AS; see Chapter 3 Hertel) [4]; this means that, depending on the cellular conditions, an alternative exon can be either included or removed from the final messenger RNA (mRNA). For example, the protein kinase CβII gene contains an alternative exon encoding a protein part that regulates the subcellular localization and substrate specificity of the kinase. In skeletal muscle, the inclusion of this exon is promoted by insulin, via a phosphatidylinositol 3-kinase-dependent pathway [5,6]. This example shows how the readout of the genetic information is regulated by AS in response to a daily activity, such as the eating of a meal. The carbohydrates in the food trigger an insulin response; the insulin binds to receptors on muscle cells that initiate a phosphorylation cascade which modulates the splicing machinery to use only certain parts of the genetic information, which in turn generates a regulatory protein with altered properties (see Chapter 48 Patel for signaling and splicing). This shows that the type of information transferred from the genome to the cell depends on inputs that the cell receives, which implies that the output of a gene is only defined in the context of the cellular state.
RNA is therefore more than just a copy of the genetic information: RNA can “interpret” the genetic information depending on environmental cues that the cell receives. Alternative splicing is a central mechanism in this interpretation process, as it allows the expression of selected parts of genetic information.

Due to its role as a flexible “interpreter,” AS strongly enhances the number of proteins that can be encoded by the genome. For example, by combining one exon out of four alternatively spliced regions that contain 12, 48, 33, and 2 alternative exons each, the *Drosophila Dscam* gene can generate 38,016 protein isoforms (12 × 48 × 33 × 2).[7] Deep sequencing results (see Chapters 50 Guigó, 51 Zhang for this method) indicate that the fly actually generates this large number of isoforms. Alternative splicing can thus generate from a single gene a number of protein isoforms that is larger than the total number of protein coding genes in *Drosophila*.

The ability to change the output of the genetic information depending on cellular states, and the ability to expand the information content of the genome, makes AS a central element in gene expression. About 30 years after the discovery of splicing [1,2], we are now beginning to understand on a molecular level how AS can be such a fascinating biological process (see Chapters 3 Hertel, 5 Lührmann, and 8 Smith).

### 1.2 RNA Can Adopt a Flexible Conformation

RNA molecules can be represented by a linear sequence of four classical bases: adenine and guanine (A/G, both purines); and cytosine and uracil (C/U, both pyrimidines). These bases can be subjected to more than 100 post-transcriptional modifications that are currently listed in the RNA modification database [8] http://library.med.utah.edu/RNAmods (see also Chapter 14 by Höbartner for synthetic available bases). In the RNA molecule, each of these bases (schematically represented in Figure 1.1a) is bound to the 1' position of a ribose sugar that, through its 3' position, utilizes a phosphate group to link with the 5' position of the next ribose.

The most important features that distinguish RNA (ribonucleic acid) from DNA (deoxyribonucleic acid) is the presence of a hydroxyl group (–OH) in the 2' position of the ribose sugar (Figure 1.1b). The 2' hydroxyl group is chemically reactive, which not only makes RNA more vulnerable to degradation but also it to participate in chemical reactions.

Although RNA molecules are described as a single-stranded sequence, most RNA molecules exhibit a high degree of double-helical character, as complementary segments of the RNA fold back on each other. The base-pairing of RNA is more flexible than that of DNA. In addition to the canonical Watson–Crick base pairs (cytosine with guanine, adenine with uracil), there are “noncanonical” base pairs, such as G–U pairing, and numerous other base pairings are possible [9]. Since the areas of complementarity in an RNA molecule are short, RNA molecules show local regions of base-pairing, which is referred to as “secondary structure.” RNA secondary structures are locally confined, which is in contrast to the extended double-stranded DNA helix.

As RNAs do not form a long-range double-stranded structure, the short RNA helices themselves can interact with each other to form what is known as the “tertiary structure” [10]. The rules that exactly define the final outcome of these folding processes, and the various factors that influence them, remain the subject of many active studies. In contrast to proteins, it is currently not possible to predict *in vivo* RNA tertiary structures accurately [10] (see Chapter 54 Bujnicki for structure prediction of splicing proteins). X-ray crystallography experiments have clearly shown defined tertiary structures for metabolically stable RNAs, such as transfer RNAs (tRNAs) or ribosomal RNAs (rRNAs) [11]. In contrast, structures in pre-mRNAs that form the substrate of the spliceosome can currently be predicted only indirectly by mutagen-
esis or bioinformatic analyses, as structures on pre-mRNA will most likely be formed only transiently (see Chapter 53, Hiller).

1.3 Enzymatic RNAs and the RNA World

The lack of a complementary strand, and the presence of the 2’ hydroxyl (OH) group, which confers chemical reactivity, combined with the ability to fold into complex tertiary structures, allow RNA to perform catalytic reactions [12]. The first example of an RNA with catalytic activity was the self-splicing pre-ribosomal RNA from the ciliate *Tetrahymena* [13], followed by the discovery of RNase P, a ribonucleoprotein complex that cleaves tRNAs [14]. The general catalytic mechanism of these RNA enzymes is an activation of the 2’-OH by a base, followed by a nucleophilic attack of the activated 2’-O oxygen on the cleavable 3’-O-phosphobond. The outcome of this attack differs between the RNA classes: self-cleaving RNA, such as the hammerhead ribozymes, forms 2’,3’ cyclic phosphates, whereas group I, II and spliceosomal introns undergo splicing via a transesterification (see Chapter 5 Lührmann, see Figure 5.1 for the mechanism). In most cases, the base that activates the –OH group is a metal ion. Since these RNA molecules act as enzymes, they were named “ribozymes”; similarly to their protein relatives, ribozymes form specific three-dimensional (3-D) conformations that form solvent-protected active sites and undergo sterical changes during the reaction.

It has been demonstrated that RNA catalyzes peptide bond formation in the ribosome [15], and it has been proposed that RNA is responsible for catalysis in the human spliceosome [16], which in turn raises the question of the function of proteins.
in ribonucleoproteins (RNPs). The study of RNase P showed the importance of protein components associating with ribozymes. RNase P is an RNA–protein complex that cleaves tRNA precursors. In bacteria, the catalytic activity resides within the RNA [14], but in human mitochondria RNase P catalyzes the reaction without RNA, demonstrating that proteins can substitute for RNA functions [17]. The question then is, since similar biological functions can be performed by either RNA or protein complexes, why did evolution select RNPs such as ribosomes and spliceosomes for protein synthesis and pre-mRNA processing?

One possibility is that proteins facilitate the conformational changes of RNA that are necessary for catalysis. The spliceosome catalyzes the reaction between two structurally different substrates, which necessitates large spatial rearrangements during the reaction (see Chapter 5, Luhrmann), which could be stabilized by additional RNA–protein interactions in the spliceosome. In fact, the spliceosome is an excellent example of an RNP machine, where the degree of interdependence between RNA and protein for catalytic function is such that it is justified to consider it a veritable RNP enzyme.

The discovery of the enzymatic activity of RNAs led to the concept of a primitive “RNA World” which could have existed before the appearance of modern proteins and DNA [18]. A schematic depiction of the RNA World hypothesis is shown in Figure 1.2. It is impossible to prove the existence of a pure RNA World in the prehistoric Earth, and RNA could have been coexisting with small peptides. However, the RNA World concept has been useful in analyzing the mechanism of RNA-based machines, such as the ribosome or spliceosome, as it points to RNA as the catalytic moiety [19]. One of the predictions of the RNA World hypothesis is that the core catalytic activity should be conserved in spliceosomes from different phyla. The comparison of spliceosomes between human (Chapter 5 Lührman), yeast (Chapter 6, Rymond), and plants (Chapter 7 Barta) shows which is the case, and suggests that they derived from a common precursor. Another echo of the RNA World is the fact that most of the human genome is transcribed into noncoding RNAs [20], which further suggests a larger regulatory role of RNA.

1.4 Common Classes of Eukaryotic RNA

Only about 1.2% of the human genome encodes proteins. The ENCODE project, which carefully analyzed gene expression in 1% of the human genome, showed that at least 93% of the human genome in this region is transcribed [20]. It is not clear however, whether other genomic regions are transcribed in a similarly active manner, as recent RNAseq data have suggested that most transcription is associated with
known genes [21]. Most of the RNA expression consists of short, nuclear, non-protein-coding RNAs (ncRNAs) (Figure 1.3), although it is not clear whether these RNAs simply represent noise or have functions. As a large fraction of the ncRNAs show cell type-specific expression and derive from evolutionary highly conserved promoter regions, it is likely that they represent a pool of sequences that can be recruited by evolution to regulate gene expression [22], possibly by yet unknown mechanisms.

The most abundant cellular RNAs are the rRNAs, which are the core of the ribosomes – the ribonucleoprotein particles in charge of translating the information encoded in mRNAs into proteins. The ribosomes in eukaryotes are formed by two subunits – the 60S and the 40S – named according to their sedimentation coefficients (see Chapter 13 Hartmuth for sedimentation analysis). These subunits contain the 28S/5S rRNA and 18S rRNA tightly associated with proteins. The amino acids are brought to the ribosome by tRNAs, whereby each tRNA is associated with an amino acid and recognizes the mRNA through a three-nucleotide sequence known as a “codon.” Formation of the peptide bonds which connect the amino acids is performed by the RNA part of the ribosome, which acts as a ribozyme [15].

An additional class of relatively abundant small RNAs is formed by the small nucleolar RNAs (snoRNAs) [23]. As indicated by their name, these localize to the nucleolus and are mainly involved in rRNA maturation, although they also play important functions in protein translation, mRNA splicing, and genome stability. There are two classes of snoRNA (C/D and H/ACA box) that function as ribonucleoprotein (RNP) complexes to guide the enzymatic modification of target RNAs. Generally, the C/D box snoRNAs guide the methylation of target RNAs, while the H/ACA box snoRNAs guide pseudouridylation [24]. It has also been recently discovered that snoRNAs can be additionally processed to yield smaller molecules, termed sno-derived RNAs (sdRNAs), that are associated with Ago2 and may thus be linked to gene silencing and transcriptional repression processes [25]. One of the shorter sdRNAs has been demonstrated to regulate AS in neurons [26,27].

Another well-characterized family of RNAs are the small nuclear RNAs (snRNAs). Based on sequence homology and common protein factors, the snRNAs can be divided in two classes – the Sm and Lsm (like Sm) classes. The name Sm is derived from Stephanie Smith, a patient with lupus erythematous whose blood contained antibodies against snRNA-associated proteins [28,29], and which were used for the purification of such proteins. The sequence of the U1 snRNA shows a complementarity to the 5’ splice site, which at an early stage led to the correct hypothesis that these
RNAs function in splicing [30]. The Sm class is composed of U1, U2, U4, U4atac, U5, U7, U11, and U12, whereas U6 and U6atac are associated with the Lsm class of proteins. While U1, U2, U4, U5, and U6 are components of what is termed the "major spliceosome" (which splices introns with GU at the 5' splice site and AG at the 3' splice site), the U11, U12, U4atac, and U6atac RNAs are components of the so-called "minor spliceosome" (which splices introns that have AT–AC at their 5' and 3' ends) [31]. After assembly with small nuclear ribonucleoproteins (snRNPs), all of the resulting snRNP particles form the core of the spliceosome (major or minor), and catalyze the removal of introns from pre-mRNA (see Chapter 5 Lührmann). The only exception to this is represented by U7 snRNP, which functions in histone pre-mRNA 3'-end processing (see Chapter 45 Schümperli).

Other classes of ncRNAs are micro RNAs (miRNAs) and short interference RNAs (siRNAs). The miRNAs are 21- to 23-nucleotide (nt) RNAs that regulate gene expression through binding to mRNAs via an imperfect complementarity. The siRNAs recognize perfect complementary RNAs, and induce their cleavage and subsequent degradation. Both of these RNA classes are discussed in Chapter 2 Meister and summarized in Table 2.1, while the application of siRNAs to knockdown genes is described in Chapter 15 Gabellini.

Piwi-interacting RNAs (piRNAs) are another class of ncRNAs, which are expressed only in the germline of flies, fish, and mammals; here, the name Piwi (P-element induced wimpy testis in Drosophila) refers to a class of RNA-binding proteins in Drosophila. These proteins were observed to interact with a novel class of longer-than-average miRNAs (26–31 nt), termed piRNAs. The expression of both piRNAs and Piwi proteins is restricted to the male germline.

Despite the rapid emergence of new ncRNA classes, their characterization remains in its infancy, and the majority of the ncRNAs do not fall into defined classes and have no function attributed [22]. It is likely, therefore, that new classes of ncRNAs with specialized functions will be discovered.

1.5 Alternative Pre-mRNA Splicing as a Central Element of Gene Expression

Messenger RNAs are the only RNAs that encode the information to make proteins, and have therefore been extremely well studied. The mRNAs are generated by processing from their pre-mRNAs precursor molecules. Pre-mRNAs are the first product of gene transcription performed by RNA polymerase II, and are processed while their synthesis is still ongoing (see Chapter 9 Neugebauer). In this case, there are sequences that are removed from the pre-mRNA, which are referred to as “introns” (for intragenic or intervening sequence), while the sequences that are joined and exported to the cytoplasm are referred to as “exons” (for expressed or exported sequence) [32]. Since the processing of the pre-mRNA begins during its synthesis, it is unlikely that an RNA corresponding to the whole DNA gene sequence exists. The splicing reaction, which forms the central step in the production of mRNAs, involves the recognition of exon boundaries by the spliceosomal machinery, the excision of the introns, and a concomitant ligation of the exons. Splicing can be either constitutive (when the exon in question always forms part of the mRNA) or alternative (when the specific exon can be excised from a proportion of the mRNAs) (see Chapters 5 Lührmann, 3 Hertel, and 6 Rymond). The mRNA molecule is further modified by 5'-end capping, in addition to cleavage and polyadenylation at the 3’ end.

Mature mammalian mRNAs can be divided into three regions: the protein-coding sequence; the 5' untranslated region (5'UTR); and the 3' untranslated region (3'UTR). The coding sequence stretches from the translation initiation codon (AUG) to the stop codon (UAA, UAG, or UGA).

Pre-mRNA splicing occurs in the nucleus, and is linked to other events in gene expression, which is important for its regulation. Pre-mRNA splicing occurs during
transcription, and therefore the speed and protein composition of the polymerase II complex will impact on alternative exon usage (see Chapter 9 Neugebauer and Chapter 37 Kornblihtt). It is likely that the speed of the polymerase activity is influenced by the chromatin structure, which indicates that the location of an exon in a certain chromatin region influences its regulation (Chapter 37 Kornblihtt) [33] An early event in transcription is formation of the 5′ cap, which promotes spliceosome assembly [34]; similarly, the splicing of the last intron of a pre-mRNA is coupled to the polyadenylation [34]. Finally, the splicing reaction deposits “exon junction complexes” just upstream of the newly formed exon–exon junction; these are necessary for an efficient RNA export, and they also enhance translation [35]. In addition, splicing regulatory proteins – such as SF2/ASF – can stimulate translation [36] (some of these possibilities are shown schematically in Figure 1.4).

These examples, which are further discussed in Chapters 9 Neugebauer and 37 Kornblihtt, show that pre-mRNA splicing takes a central role in the production of pre-mRNA. Numerous crosstalks occur between the various stages of pre-mRNA processing [37] that allow the splicing reaction to integrate different cellular signals, in order to decide which part of the genetic information should be expressed.

### 1.6 Increasing Numbers of Human Diseases are Associated with “Wrong” Splice Site Selection

Given the importance of pre-mRNA splicing in gene expression, it is not surprising that defects in this process lead to human diseases [38–40]. With a few exceptions, such as PRPF31/U4-61k [41,42], PRP8 [43], PRPF3/4/U6-90K [44,45] and PRPF4/U4/U6-60K [46], no mutations in components of the core spliceosome are known to cause a disease. Whilst this may suggest that defects in the general splicing machinery are generally incompatible with life, changes in AS can often be tolerated by an organism.

Mutations that cause a change in AS can be viewed as “experiments” that have been selected by evolution. Alu elements (short repetitive elements found only in primates) represent a good example of how the splicing machinery interacts with an evolving genome. The Alu elements represent about 10% of the total human genome sequence (for a review, see Ref. [47]), they contain potential splice sites, and they can evolve into exons [48]. It has been estimated that up to 5% of human alternative exons may be derived from Alu sequences [49], thus demonstrating how the splicing machinery can use new genetic information.
By far the largest number of currently known splicing diseases are caused by mutations in the pre-mRNA, which leads to aberrant exon usage (Chapter 10, Baralle). The analysis of these mutations has been highly informative for the mechanism of splice site regulation, and has provided insights into disease mechanisms that allowed rational therapies first to be devised. For example, the sequencing of disease-associated mRNAs led to the detection of numerous synonymous mutations. Initially, it was difficult to understand how these mutations could lead to a disease, as synonymous mutations did not alter the protein encoded by the mRNA. However, the disease mechanism became clear when it was realized that exons contain sequences that regulate their AS [50]. Synonymous mutations can, therefore, act by changing alternative exon usage. Based on this insight into the disease mechanism, it is possible to test therapeutic approaches. Currently, the most common genetic cause of death in children is spinal muscular atrophy (SMA). This deadly disease is caused by deletion of the $\text{SMN1}$ gene which, unfortunately, cannot be substituted by the almost identical $\text{SMN2}$ gene that is present in all patients. The difference between the two genes is a synonymous mutation that causes exon skipping in $\text{SMN2}$. Yet, the disease could be treated if the inclusion of this particular exon into the $\text{SMN2}$ mRNA could be promoted. Towards this aim, the regulation of the exon has been investigated in great detail (see Chapters 18 and 19 Singh), and this has led not only to the development of therapeutic approaches currently undergoing clinical trials [51], but also to new experimental approaches to alter splice site selection (see Chapter 45 Schümperli).

The majority of currently known mutations that have a clear effect on alternative exon usage have become apparent in only a few patients. One such example – the Hutchinson–Gilford progeria syndrome (HGPS) – highlights the benefits of studying these rare diseases. HGPS is genetic disorder that is characterized phenotypically by many features of premature aging, with patients typically dying at the age of 13 years. Mutations causing HGPS have been identified in the nuclear lamin A/C ($\text{LMNA}$) gene, and three out of 14 mutations affecting lamin A/C have been reported to specifically alter lamin A splicing (see Chapter 36, Tazi). This particular splicing event causes an aberrant farnesylation of the resulting protein, which causes the disease. A screening effort has identified a previously tested farnesyltransferase inhibitor that could be used to treat the disease [52]. HGPS, which has an incidence of 1 per 4–8 million live births, may prove to be highly informative for the normal aging process, as the mutant splice variant accumulates in the skin of aging individuals [53]. This example shows that screening for substances that change alternative splice site selection (as shown in Chapter 46 Stoilov) may, in time, have a huge impact on human health.

The development of new experimental techniques was a strong driving force in research on AS. The current experimental protocols collected in this book have been built on more than 30 years of experimental experience. For example, the identification of antisera against splicing components [28] allowed their purification such that, today, is it possible to purify different stages of spliceosomes (see Chapters 13 and 31 Lührmann) and to generate specific antisera (as shown in Chapter 43 Fishman). The identification of alternative exons is based on comparing cDNA and genomic sequences. The completion of the human genome showed, for the first time, the unexpected high usage of AS on an organismal level [54]. The sequencing techniques have been improved (as shown in Chapters 25 Guigo and 51 Zhang), and it is now possible to rapidly sequence the genome of an individual [55]. The knowledge of individual genome sequences, and their analysis by genome-wide DNA arrays (see Chapter 24 de la Grange), marks the beginning of personalized medicine. This will allow the analysis of potential changes in the AS of individuals by PCR (Chapter 21 Smith), cell-based (Chapters 35–37, Stamm, Tazi, Kornblitt), and in vitro assays (Chapter 30 Krainer). Knowledge of disease-causing mechanisms may lead to a better genetic counseling (see Chapter 11 Baralle), and might also pave the way to the development of therapies (as discussed in Chapters 45–48 Schümperli, Stoilov, Annemieke, Patel).
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