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confounder, see ‘confounding’
confounding, xvi, 11, 28–31, 61–4, 141,
234–51
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intermediate - (e.g., when some
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141
nonconfounding, 30–1
time-varying -, 234–51
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subject), 8, 10–11, 22, 60–2, 64, 117,
119–21, 128–9
generalized - (composition), 22, 64, 128
contamination (e.g., in a randomized trial
some control arm individuals actually
receive the experimental treatment),
297, 311
controlled direct effect (part of an effect of
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‘direct effect’
counterfactual (contrary to the fact), 8,
12–13, 20–2, 25, 39, 60–3, 81–2,
101–12, 144, 154–7, 182, 185, 200–1,
297, 312–14
- exposures, 314–15
- graph, 21, 61–3
- question, 21
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- intensity process, 144
- s for nonmanipulable exposures, 12,
101–12
- s and natural laws, 102
- s and determinism, 13
nested -s, 154–7
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potential outcomes as - variables, 8
- distributions in non parametric
structural equation models, 20
interpretability of - independencies, 12,
200
- independence, 22, 60, 62, 201
stochastic -s, 185
use of -s to address questions about the
causes of effects, 39
covariance, see ‘analysis of covariance’
Crohn’s disease (molecular mechanisms of),
194–6, 202–4
decision-theoretic, xvii, xviii, 25–40, 44,
47, 62, 85–99, 127, 143, 192–206
- approach to the estimation of the effect
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- approach to causal inference, 25–40, 44,
47
- approach to the assessment of dynamic
treatment plans, 85–99
- approach to mechanism interaction, 192–206
- justification of propensity analysis, 33–4
relations between the - and the potential outcomes approach to causal inference, 37
deep determinism, 196
delta method (to compute a confidence interval), 199
direct effect, xix, 11, 35, 69, 109, 115, 126–75
assumption of no interaction between exposure and mediator for the estimation of -s, 131
definitions of controlled and natural -, 127–8, 152–6
estimation of controlled -s via G-computation, 132
estimation of controlled -s via inverse probability weighting, 133–7
estimation of natural indirect and -s in linear logistic, and probit models, 159–64
G-estimation of -s for additive and multiplicative models, 137–41
G-estimation of -s for logistic models, 141–2
no intermediate confounding conditions for the estimation of natural -s, 130
principal stratification -s, 171–3, 301–2
directed acyclic graph (DAG), 16, 19, 29, 72, 82, 92, 95, 116, 124, 219, 235–6
- induced by a recursive Markovian model, 17
- representation of a dynamic treatment plan, 92
augmented - (ADAG), 29, 219
do-calculus, xvii, 32, 44, 46, 64–5, 68, 98, 155
dormant independence, 68–9
dose-response relationship (as evidence in favour of a causal interpretation of an association), 274–89
d-separation, 17–18, 21–2, 34, 60, 62, 65, 92–3
dynamic treatment plan, see ‘sequential treatment plan’
epistasis, 197, 205
compositional epistasis (mechanistic interaction between the effects of genes), 197, 205
excess risk (as a statistic for mechanistic interaction), 197
relationship between - and RERI, 198
checking - via regression analysis, 198–9
conditions under which - implies mechanistic interaction, 200–2
estimation vs identification, 218
exclusion restriction, 315–16
family-structured studies of genetic association, 208–17
front door criterion (for the identifiability of causal questions), 63–4, 65, 156, 220–1
- for the identifiability of causal effects in time series analysis, 344
forensic law (causal inference in), xxi
genetic association, 192–216
G-estimation (of controlled direct effects by first removing the mediator’s effect from the outcome by transforming it, and subsequently estimating the remaining direct effect from the association between the exposure and that residual outcome), 137–46
- of controlled direct effects for additive and multiplicative models, 137–41
- of controlled direct effects via logistic regression model, 141–2
- of controlled direct effects in case-control studies, 142–3
- of controlled direct effects via additive hazard model, 143–6
g-formula, 18
Granger causality (in time series analysis), 4, 79, 328, 332–4, 337–9
- graphs, 337–9
Hardy–Weinberg equilibrium, 195
hedge, 67
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covariate-adjusted -, 313
complier average causal effect in an -, 291, 322
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interference, 8, 80, 193, 196, 198
mechanistic -, 193, 196, 198
intervention, xv, xvii, 2, 4, 12, 15–16, 18–19, 27–8, 30–2, 36–8, 88, 92, 97, 101–6, 200, 236, 290–309, 327
atomic vs sequential -, 97
complex -, 290–309
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post-treatment -, 2
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- definition of controlled direct effect, 127, 153
relation between - and non parametric structural equation models, 12, 22–3
-s for nonmanipulable exposures, 12, 101–12
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- definition of a causal treatment effect, 312
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psychotherapy (as an example of complex intervention), 290–305
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randomized trial, 310–26, see also
’intention to treat analysis’ and ’randomized experiment’
principal stratification for causal inference in -, 321–2
use of structural mean models in -s, 315–22
randomized experiment, 9–10
rank-preserving model, 297–9, 324
regime (the set of the conditions under which a given study operates, characterized by a particular joint distribution for the observed variables), xvi, 25–38, 86, 88–9, 200
- indicator, 28, 86, 89
representation of a - indicator in a causal (influence) diagram, 29, 92–3
observational vs experimental -, xvi, 25–38, 86, 88, 200
inference across -s, xvii
regression discontinuity designs to deal with unmeasured confounders, 265–6
relative excess risk due to interaction (RERI), 198
RERI, see ‘relative excess risk due to interaction’
reverse causation, 264
Rothamsted view on causality, xv–xvi, 2–3
schizophrenia, 302–6
selection bias, 263–4
designs for dealing with -, 263–4
semi-Markovian model (a generalization of a Markovian model*, that allows for latent variables), 19–22, 63–8, see also ‘intervention’
sequential treatment plan, 76–100
-s as marked point processes, 76–84
stability condition for the identifiability of a -, 90–1
positivity condition for the identifiability of a -, 91
graphical representation of -s, 92–5
sharp causal null hypothesis, 8
single nucleotide polymorphism (SNP) is a DNA sequence variation occurring when a single nucleotide in the genome differs between members of a biological species, 210–12
Sims causality (in time series analysis), 334–5
stable-unit-treatment-value-assumption (SUTVA), 7
stochastic kinetic model (SKM), 355–70
structural mean model, 297–301, 315–22
subject-specific causal effect, see ‘potential outcome’
sufficient cause, xviii, 50, 180–91, 198
- interaction, 183–5
the - framework in philosophy, 181
the - framework in epidemiology and biomedicine, 181–5
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the - framework in the social sciences, 185–7
relationships between the counterfactual and the - frameworks, 182
superadditivity (as a statistic for mechanistic interaction), 197–8
relationship between - and RERI, 198
checking - via regression analysis, 198–9
conditions under which - implies mechanistic interaction, 200–2
supplementary variable (to improve the efficiency of an estimator or to make an effect of interest estimable), xv, 218–32
synergism, see ‘mechanistic interaction’
therapeutic alliance, 292–7, 301–5
time series, 327–54
analysis of -, 327–54
learning causal structure in - analysis, 346–9
graphical representations for -, 335–43
transparent action, 97
treated (effect of treatment in the), 37–9
treatment effect heterogeneity, 291–3
truncation by death (e.g., when, in the study of the long-term effect of an exposure, some subjects die before the outcome can be measured), 115, 121–4, 297
using potential outcomes to define causal effects in presence of -, 121–4
twin network graph (a special case of counterfactual graph), 21
two-stage least squares, 256, 298, 318