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National Institute of Standards and Technology (NIST), TRECVID video retrieval benchmark of, 160
natural language
  in SNL annotation matching, 499 structured, 492–494
natural language axioms
  linguistic axioms, 407–408
  ontological axioms, 406
  semantic calculus axioms, 408–410
  temporal axioms, 410
  XWN-KB axioms, 405–406
natural language-based requirements engineering, 485
natural language description, of problem, 479
natural language generation, 316
natural language interface, 5
natural language processing (NLP), 13–15, 305, 374
  in analysis of text-based chat
  author profiling, 88
dialog act modeling, 88–90, 89
  natural language-based requirements engineering, 485
object model requirements, in object relational software development process, 474. See also requirements engineering
object relational algebra (ORA), 489, 490, 491–492
object relational data model components of, 473
  consistency of, 474
object relational software, development process for, 473
object relational software engineering, 472–473
  consistency analysis for, 474
data model requirements in, 474–475
  example of, 474–478, 476
query requirements in, 475
requirements categorization for, 473, 475–478, 476
specification transformation, 473–474
ODM. See ontology definition metamodel
OLAP. See online analytical processing
OMDA. See ontology-aware MDA
Omega, 15
Omega ontology, 21
ONKI. See Finnish Ontology Library
Service ONKI
online analytical processing (OLAP), 6
online communities, social aspect of, 354
online social search, 355. See also social
networks
ontology, 131, 416
ancestor of, 206–207
automatic generation of, 398–402
axioms, 406–407, 407
class definition language for, 229
as data definition mechanism, 202–203
defined, 398, 467
establishing alignment for, 203
global ontology system, 434–435
perspectives, 206–208
as ready-to-use, 421
of visual concepts, 156
ontology adaptation, 174
ontology-aware MDA (OMDA),
240–241
ontology-aware model chains, 240
ontology-aware software development,
240
ontology building, semiautomation of,
131
ontology definition metamodel (ODM),
242
ontology integration, 4
Ontology Interchange Language (OIL),
467
ontology languages, 232, 239
ontology mapping, 4
ontology mining, 131–132
with distance-based algorithms, 140
semantic similarity measures,
141–145
supervised learning, 145–149, 147
representation and reasoning,
132–134
with structural learning algorithms,
135–140, 136, 137
ontology modeling, 231
ontology perspective entailment, 208
ontology perspective model, 207–208
OntoNotes, 18
Open Directory Project, 72
open innovation principle, 345–346
open-world assumption (OWA), 133
and assumption of falsity, 239
theoretical problem posed by, 148
optional relation, in feature modeling,
236
organizational theory, and social
networks, 83
or relation, in feature modeling, 236
outdegree, defined, 71
overfitting concepts, phenomenon of,
136
OWA. See open-world assumption
OWL. See Web Ontology Language
OWL abstract syntax, 233
OWL file, for DLDB, 209
OWL-S. See Semantic Web Ontology
Language
OWL-Xplan, 252
Oxford English Dictionary, 21
PageRank, 80
algorithm, 78, 78–79
Google’s, 77
query-dependent, 73
topic-sensitive, 72
parses, ambiguous, 19
participation constraints, in DL-Lite,
233–234
part-of-speech (POS) tagging,
classification labels for, 90, 91
passage retrieval, in PowerAnswer, 376
path distance measures, 141
pattern matching
ALICE-based, 366, 366
for conversational agents, 357
vs. intuitive matching, 365–367, 366
PDF. See probability density function
peer-to-peer (P2P) networking, 341,
342–343
Penn Treebank Tag-Set, 495
people search engines, 353
perceptual linear prediction (PLP), 116
Personalized Information Description
Language (PIDL), 467
Petri Net Markup Language (PNML),
185
petri-net models, 453
PHP. See server-side scripting

PIDL. See Personalized Information Description Language

PIMs. See platform-independent models

Pipl, 353

Place/Transition Net, 185

platform-independent models (PIMs), 250

platform-specific models (PSMs), 240

PLP. See perceptual linear prediction

pLSI. See probabilistic latent semantic indexing

PNML. See Petri Net Markup Language

population mapping, semiautomation of, 131

POS. See part-of-speech

PowerAnswer, 373

and architecture of, 376–379, 377, 378

semantic information in, 415

P2P. See peer-to-peer

PPM. See ARIS Process Performance Manager

PRECISE system, 490

privacy issues, on the Web, 345

probabilistic latent semantic indexing (pLSI), 105–106

probability density function (PDF)

GMM representation of, 116

in hypothesis testing theory, 52–53

procedure models, 245

process annotation language, 191–193, 192, 193, 194–195

generic, 192

object-oriented, 193

process description languages

Business Process Execution Language, 189–191, 190, 191

jBPM Process Definition Language, 187, 188, 189
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information contained in, 183

process model corresponding to, 182, 183

Process Miner, 181, 184, 184

process mining

applications for, 184, 184
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interactions with WFM, 184, 184

methods, 181
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research in, 182
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product reviews, user-generated, 354

PROforma software, 181, 190–191, 193

programming. See semantic programming

programming languages, 478, 479

and exponential variables, 481–482

semantic, 485

PROLOG, 478

ProM, 185

PROMPT Suite, 430

PropBank, 13

annotation, 25

applications of, 26

empty categories in, 25
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provisions of, 24–25

role sets of, 25

propositionalization, dissimilarity measure based on, 144
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PSL, 193. See Process Specification Language

PSMs. See platform-specific models
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QA process

semantic contributions to, 378
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QA systems

basic structure of, 374, 374
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and lexical chains, 382–385
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evaluation of, 402

state-of-the-art, 376–379, 377, 378

QBE. See query by example

QBK. See query by keyword
quality of services (QoS), 2
query answering of DLDB, 211–212
semiautomation of, 131
query by example (QBE), 34, 449
query by keyword (QBK) paradigm, 449–450
query requirements, in object relational software development process, 474
query-to-concept mapping system, designing, 172
question answering (QA), 373. See also QA systems
and architecture of PowerAnswer, 376–379, 377, 378
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and knowledge representation of text, 374, 375, 376
semantic reasoner for, 402–403
logical form representation, 404–405
natural language axioms, 405–415, 414
reasoning with natural language, 410–415, 414
semantics in, 379
and word sense disambiguation, 378–380
question processing, in PowerAnswer, 376
random surfer model, PageRank algorithm based on, 79
RDBMS. See Relational Database Management System
RDF. See Resource Definition Framework
RDF(S). See Resource Description Framework Scheme
ReadJoystick, 264, 269
code pattern for, 260, 260–261
nondeterministic action of, 276
realization problem, in ontology mining, 134
Really Simple Syndication (RSS) feed, 347
reference resolution system, in PowerAnswer, 377
refinement operators
definition of, 137
learning in DLs with, 136, 136–140, 137
refinement problem, in ontology mining, 134
Relational Database Management System (RDBMS), Structured Query Language-compliant, 209
relevance feedback
in image retrieval, 46
and interactive user interface, 333
Remote Method Invocation (RMI), Java, 285
REQUEST. See Restricted English Question-answering request-response model, on the Web, 342–343
requirements engineering
natural language and, 468–471
object-oriented structured analysis, 470–471
operational specifications, 470
structured analysis, 470
requirements specifications creation of, 473–474
difficulties with, 468–469
informal methods, 470, 471
require relation, in feature modeling, 236
ResearchCyc, 21
resegmentation, in example diarization system, 120
Resource Definition Framework (RDF), for DLDB, 209
Resource Description Framework (RDF), 81, 422, 467
Resource Description Framework (Scheme) (RDF(S)), 421, 467
Restricted English Question-answering (REQUEST) system, 362
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RetrieveInfo, 274
Rich Web, 342
RMI. See Remote Method Invocation robot simulation system, 260, 260–261
role typing, in DL-Lite, 233
RotorBrowser, 325
rule requirements, in object relational software development process, 474
SAD. See speech activity detection
SALT. See semantic ambient learning tool
same As Relations, 219, 219
SAS. See algebraic synthesis
SAS process, and SCDL, 297
SC. See semantic computing
scalability, in concept system architecture, 329
scale, issue of, 172–173
scale-invariant feature transform (SIFT)
descriptors, 163, 165
SCDL. See Semantic Capability Description Language
schema-based synthesis, 256
schemas, as data definition mechanisms, 202–203
schism by aide, 96
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schism by toss-out, 95
SCM. See subspace-based concept mining
score generation, for speaker recognition, 126
search, content-based, 323
search engines
people, 353
semantic, 352
search experiments, in visual semantics
classifier performance, 334, 334–336, 335, 336
data subset for, 333
execution profile, 337
utility of filtering, 336–337
search interface, goals for, 332
search space
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construction of, 505
for matching natural language queries, 504
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in SNL annotation matching, 499, 499–500
of verb phrases, 499
security. See also multimedia security applications
infrastructure, 456, 457
need for, 1
security semantics, 439. See also multimedia security applications
segmentation, in video data analysis, 442–443
semantic ambient learning tool (SALT), 311–312, 312
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high-level semantic modeling, 449
intelligence-based systems, 454–455
multimodal probabilistic frameworks, 453–454
and querying of video data, 455–457
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for multimedia security applications, 439–442
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shot boundary/scene change detection, 443–446
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process of, 3
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architecture of, 2
connections between content and intentions, 1–2, 2
definitions of, 1, ix
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technical coverage of, 7
semantic conflict resolution, 4
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semantic indexing, 324
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  languages, 485
semantic reasoner
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  Web Ontology Language
semantic Web service
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Sensory Graphplan (SGP), 253
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  application of
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    experimental results with,
      63–64
    SLU system in, 62, 62–63
    timeout mechanism in, 61–62
  mathematical foundations of, 65
  practical motivation of, 65
technique, 60
sequential probability ratio test (SPRT) decision statistic, 58
Wald’s, 56–57
server-side scripting (PHP), 331
service integration, 1, 2, 4–5
Service-Oriented Architecture (SOA), 279
service share, mutual fund unit (ISA), 400
set of support (SOS) strategy, 411
SGP. See Sensory Graphplan
SHOP2. See simple hierarchical ordered planner
shortest path, in Web graph, 72
shot, in video data analysis, 443
SIFT. See scale-invariant feature transform descriptors
signal-to-noise ratio, in detection theory, 55–56
simple hierarchical ordered planner (SHOP2), 253, 254
Simple Knowledge Organization System (SKOS), 422
simple object access protocol (SOAP), 253
single-node models, on Web graph, 73, 74
SIR. See Semantic Information Retrieval
SISR. See Semantic Interpretation for Speech Recognition
situatedness of ambient learning, 304, 314–315
implementing, 311
SKOS. See Simple Knowledge Organization System
SLU. See spoken language understanding
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SNA. See social network analysis
SNL. See structured natural language
SNL-DIRECT system, 494, 495, 503–504
SNL queries, 493
SOA. See Service-Oriented Architecture
SOAP. See simple object access protocol
social media monitoring, 355
sites, 161
social network analysis (SNA) betweenness measure in, 83
criminal network applications of, 81–82
social networks, 81, 306, 348
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integration of data sources for, 81
social search, 354
online, 355
spree system, 346–353
use-case, 346
social search platform, development of, 341
social software, 303. See also Web 2.0
software development. See also model-driven software development and code synthesis techniques, 249
open, 345
writing software, 478
software engineering application of AI techniques to, 252–257
semantic, 468–478
software modeling, semantics of, 229–230
software product lines (SPLs) ontology-enriched variability management for, 237–238
variability management in, 236
software requirements, 468. See also requirement specifications
SOS. See set of support strategy
SPARQL Query Language for RDF, 422
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speaker, in text-based chat, 96
speaker diarization applications for, 115, 117–118
approaches to, 118–119
evaluation measures for, 120–121
example diarization system, 119–120
goal of, 117, 118
limitations of, 127
research in, 121–122
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tasks of, 118
trend in, 122
two-stage approaches, 119
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applications for, 115, 122
evaluation measures, 123–124
limitations of, 127
model generation for, 125–127
research focus in, 127
score generation for, 126
speaker diarization contrasted with, 122
system architecture for, 124, 124–127
training data for, 127
speaker recognition and diarization
Gaussian Mixture Model for, 116
speech activity detection, 117
and speech features, 116
universal background model for, 117
speech
detection-based approach for computer processing of, 52
dialog act labels in conversational, 89, 89–90
speech activity detection (SAD), and speaker recognition, 117, 125
speech recognition
automatic (ASR)
detection-based methods for, 51–52
speaker recognition in, 115
technology, 49–50
detection-based mechanism for, 51–52
research in, 49
speech recognizers
automatic (ASR), 50, 51
computer-based, 49
speech segment, processing steps for, 125
Spherebrowser, 325
SPICELIB, 257
splice operation, 260, 260–261
SPLs. See software product lines
spoken language understanding (SLU)
system, 50
problems with, 51
in sequential detection, 63
SpreadWeights algorithm, 384
spree community, 346–353
spree system, 355
communication structure of, 349
features of, 346–353
and related systems, 352–353
taxonomy construction for, 349–351, 350
technology and implementation, 348, 349
usability evaluation of, 351–352
user-centered design process in, 351, 351
user interface for, 347
SPRT. See sequential probability ratio test
SQL. See Structured Query Language
SQL 99 standard, 471–472
SRL. See semantic role labeling
SSH. See spatial structure histogram
Stanford Research Institute Problem Solver (STRIPS) operators, 253
statistical relationships, in automatic search, 170, 170–171
statistics, aggregate, in concept system architecture, 329–330
strings, kernel functions for, 144
STRIPS. See Stanford Research Institute Problem Solver
structural learning algorithms
learning in DLs with refinement operators, 136, 136–140, 137
least common subsumers, 135–136
structured natural language (SNL), 489, 490, 492–494
annotation matching, 498–500, 498–503, 502, 503, 503
interactive composition of queries in, 494
translation from natural language to grammar parser, 496, 497, 498
morphological analysis, 495–496
syntax restrictions, 495
system architecture, 494–495
Structured Query Language (SQL), 209, 296
subspace-based concept mining (SCM), 38–39
Suggested Upper Merged Ontology (SUMO), 15, 21
supervector generation, in speaker recognition, 125
supervised learning, 145–146
kernel methods, 147, 147–148
nearest-neighborhood approach and kernel method, 148
nearest-neighborhood search approach, 146–147
Support Vector Machine (SVM), 36, 116, 164, 165, 325
compared with SCM, 43, 43–44
for machine learning approaches to WSD, 379–380
and supervised learning, 148
surveillance. See also security
automated, in video data analysis, 448
of infrastructure, 439
low-level, vision-based, 455
SW. See semantic Web
Swoogle’s 2006 index, 219, 222
SWORD, 253
synchronized multimedia integration language (SMIL), 456–457
syntactic disambiguation, 316
syntactic parsing
in PowerAnswer, 377
and user feedback, 316
syntactic patterns, of verbs, 20
syntactic preferences, 20
syntax, role of verbs in, 15

table design, of DLDB, 209, 209–211
TAP, and Semantic Web, 223
T-Box. See terminological box
TDOA. See time delay of arrival
technology
and computer-supported cooperative work, 309
feedback loop between humans and, 319–320

tele-control system
code patterns used in, 275, 275–277, 276
loop construct for, 268, 268
robot simulation in, 260, 260–261
temporal concept tagger, performance of, 394
temporal expressions, 415–416
categories for, 393
event extraction for, 395
identifying and normalizing, 393–395, 394
representing, 395
temporal relations
event, 396, 396–397, 397
identification of, 396
term frequency-inverse document frequency (TF-IDF), 104
terminological box (T-Box), 231
text-based chat, 87, 90. See also chat
text-based search, over multimedia collections, 155
text classification, 105
hierarchical latent dirichlet allocation, 110–111
latent dirichlet allocation, 106–110, 107–110
probabilistic latent semantic indexing, 105–106
textual devices, in text-based chat, 97
texture feature, in visual semantic extraction, 326
TF-IDF. See term frequency-inverse document frequency
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thinking, human, characteristics of, 358
thread extraction
conversational, 98
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maximum-entropy classification in, 101–102
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on text-based chat, 87
and turn-taking system, 100
time delay of arrival (TDOA), in
speaker diarization, 121
Timed Petri Net (TPN), 185
TLPlan, 254
T-normalization, in speaker recognition, 126
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topic detection, in text-based chat, 87
topic drift, problem of, 78
TPN. See Timed Petri Net
traffic monitoring
semantic analysis for, 439
in video data analysis, 449
transitive closure, 214
TRECVID, 324
TRECVID2005, high-level feature (concept) set, 325
TRECVID annotation forum, 160, 161, 165, 177
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user-customized searches, 333
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user interface, in CBVR, 34
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