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Failure precursors, 217
monitoring and reasoning of, 217–218
Failure prevention, 9
Failure probability, 162
Failure probability distribution function
(PDF), 31
Failure rate(s), 12
calculating, 19
for components, 160
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Integrated circuits (ICs), 74, 164
Intelligent error monitoring, 153
Interactive problems, 123
Interconnectedness, 6
Interface design, 199
Interface languages, in interface design, 199
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Lessons-learned approach, for organizations, 119
“Lessons learned” database, 46
Level F probability, 245
Levels of development, in reliability capability assessments, 276–277
Life, 31
Life-cycle application conditions, 280–281
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displays and controls in, 142
feedback in, 232
key interfaces during, 228–229
risk communication in, 248
role of human factors in, 139
Product designers (PDs), organizational reliability capability and, 267, 268, 270
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process-related, 88–89
Product feedback, 26
Product FMECA, 105. See also Failure modes, effects, and criticality analysis (FMECA)
Product friendliness/modularity, 6
Product improvement, 144
Production and field support, 32–34
Production engineering, communication interfaces for, 228
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Reliability testing, 230–231, 232
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Results, reporting, 100–101
Return on investment (ROI), 10. See also 500% return on investment; 100,000% return on investment
Reuse, of software modules, 200–201, 201–204
Rework, minimizing, 129
Risk(s), 235–236
balancing benefits against, 237
categories of, 235
competitiveness and, 249
configuration management and, 249–251
early detection of, 119
levels of, 236
human factors and, 150
potential, 38
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Risk mitigation, 152, 247, 260
techniques for, 69
Risk monitoring, 240, 241
Risk planning, 240–241
Risk priority number (RPN), 68–69, 82–85, 97–98
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Software componentry, object-oriented programming vs., 199–200
Software configuration management, software reuse and, 201
Software corrosion, 3–4
Software defects
  damage from, 12–13
  staff churn and, 207
Software design, 42–43
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Software fault-tolerant library, 205, 211
Software FMECA. See also Failure modes, effects, and criticality analysis (FMECA) applications of, 119–120
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