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- profiling of high-value customers, 96–97, 97

AIC see Akaike Information Criterion
Akaike Information Criterion, 211
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- apriori and FP-growth algorithms, 13
- market basket analysis, 13
- rule’s confidence, 12–13
- sequence algorithms, 14

Bagging (Bootstrap aggregation)
- Decision Tree model, 314, 314
- in IBM SPSS Modeler, 61
- in RapidMiner, 61, 62

balancing approach
- balance factor, 49, **50**
- cross-selling, 49, **50**
- in Data Mining for Excel, 53, 53, 54
- disproportionate stratified sampling, 48
- in IBM SPSS Modeler, 49, 51, 52
- oversampling, 49
- in RapidMiner, 50, 52, 53

Bayesian belief networks
- CPT see conditional probability table
- IBM SPSS Modeler, 180, 181, **182**
- Microsoft Naïve Bayes, 182, **183**, 183
- Naïve Bayes models, 176–177
- parent variables, 176
- RapidMiner Naïve Bayes, 184
- Tree Augmented Naïve Bayes models, 177–180

Bayesian Information Criterion, 204, 211

Bayesian networks, 9, 88, 170–171, 191, 300, 302

behavioral segmentation methodology, **114**
- business objective, definition, 115

cluster modeling see cluster modeling, identification of segments
CRISP DM methodology, phases, 113

customer segmentation, 112–113

data exploration and validation, 118–119

data integration and aggregation, 118

data transformations and enrichment, 122–124
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modeling process design, 115–117

revealed segments
- marketing research information, 138, 139
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boosting
- Adaptive Boosting (AdaBoost), 62
- in IBM SPSS Modeler, 62–63, 63
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Bootstrap validation method, 47–48
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candidate model
- CHAID see CHAID model

CHURN model, 246, 246
ensemble model, 249, 250
Gains chart, 244, 245
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CDRs see Call Detail Records
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Pearson chi-square statistic, 158
predictors for split, 159, 160
p-value or observed significance level, 158–159
RapidMiner Decision Trees
  parameters, 168, 169, 169
  recursive partitioning, 165, 168
classification algorithms
  Bayesian belief networks, 176–182, 184
  Bayesian networks, 170–171
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precampaign model validation, 64–66
profit/ROI charts, 81–85

RapidMiner modeling process
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model deployment, 255
ROC curve, 255–256
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ROC curve, 78–81
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behavioral segmentation methodology
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classification modeling methodology
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target event and population, 28–29
time frames, 29–33

Naïve Bayesian networks
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RapidMiner process, 173, 173
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PCA see principal components analysis
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Modeler, 199, 200
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model, 340–341, 341
reduction of dimensionality, 193

Random Forests
Decision Tree models, 63, 64
in RapidMiner, 64, 65

RapidMiner modeling process
Attribute operator, 253
Bagging (Bootstrap aggregation), 61, 62
balancing approach, 50, 52, 53
boosting, 63
chi-square test, CHAID, 165, 168, 169, 169
classification modeling methodology, 59, 59–60
class weighting, 55, 56
cluster modeling, 127, 127, 354, 354
confusion matrix, 68, 69, 317, 317
Cross or n-fold validation method, 45, 46, 47
cross-selling model, 312, 312–313
customer scoring model, 140, 141
Decision Tree model with bagging, 314, 314, 315, 315, 316, 316
Gains/Response/Lift charts, 77, 77
K-means and K-medoids cluster, 208, 208, 208–209
model evaluation procedure, 255–256
Naïve Bayes model, 173, 173, 184, 254, 255, 256, 257
predictors, 235–238, 253
principal components analysis, 199, 201, 203, 203
profiling, 134, 134
Random Forests, 64, 65
receiver operating characteristic curves, 80, 80–81, 81, 317, 318
RapidMiner modeling process (cont’d)
retail case study see retail case study, RapidMiner
revealed segments, 132, 132
scoring customers, 90, 90, 91, 317, 318, 319, 319
Set Role settings, 253, 253
Split (Holdout) validation method, 42, 43, 44, 44, 254, 254, 255, 313, 313–314, 314
SVM models, 189, 190, 190
value segmentation and RFM cells analysis, 310, 310–312
receiver operating characteristic curves, 59, 67
area under the curve measure, 79
confusion matrix and accuracy measures, 67
Gains chart, 79
Gini index, 79
in IBM SPSS Modeler, 80
model evaluation, 78–81
Naïve Bayes model, 255, 256
performance of model, 317, 318
Profit/ROI charts
customers, 82
in Data Mining for Excel, 82, 84, 85, 86
in IBM SPSS Modeler, 82, 83, 84
marketers, 81
in RapidMiner, 80, 80–81, 81
sensitivity, 78
recency, frequency, and monetary analysis
cell segmentation procedure, 268
data preparation phase, 293
distribution, 293, 294
clustering model, 293
components, 291
cross-selling models, 268, 291
grouping (binning) of customers, 291
indicators, construction of, 291, 292
monitoring consuming behaviors, 290
quintiles, grouping customers, 291, 292
in retail industry, 291
scatter plot, 293, 295
regression models see estimation (regression) models
retail case study, RapidMiner
cross-selling model, 312, 312–313
Decision Tree model with bagging
bagging operator, 314, 314
parameter settings, 314, 315, 316
in tree format, 315, 316
performance of model
confusion matrix, 317, 317
ROC curve, 317, 318
scoring customers
model deployment process, 317, 318
prediction fields, 319, 319
Split (Holdout) validation, 313, 313–314, 314
value segmentation and RFM cells analysis, 310–312
RFM see recency, frequency, and monetary analysis
ROC see receiver operating characteristic curves
scoring customers, marketing campaign
binary classification problems, 88
Create Threshold operator, 91, 91
in Data Mining for Excel, 91, 92, 93
Gains/Profit/ROC charts and tables, 89
in IBM SPSS Modeler, 89, 89, 90
probabilistic classifiers, 88
propensity segmentation, 93–94
in RapidMiner, 90, 90, 91
scree test criterion, 198
segmentation algorithms
clustering algorithms
with K-means, 204, 206, 208
with TwoStep, 211
with data mining algorithms, 192
PCA see principal components analysis
sequence algorithms, 14
Split (Holdout) validation method
churn modeling, 234, 239, 259, 260
cross-selling modeling, 40–41, 41, 298–299, 322, 322, 323
in Data Mining for Excel, 43, 44
distribution of target attribute, 41
in IBM SPSS Modeler, 42, 42, 43
model training, 41
performance metrics, 40
random sampling, 40
in RapidMiner, 42, 43, 44, 44
retail case study, 313, 313–314, 314
supervised modeling, 23
classification or propensity models, 7–9
estimation (regression) models, 7, 9–10
feature selection (field screening), 7, 10
support vector machines, 9, 191, 242, 244, 244
linearly inseparable data
IBM SPSS Modeler, 188, 188, 189
Kernel functions, 187–188
Polynomial transformation, 187
RapidMiner SVM models, 189, 190, 190
linearly separable data
linear discriminant function, 184
maximum marginal hyperplane, 185–186, 186
separating hyperplane, 184–185, 185, 186 nonlinear mappings for classification, 145
SVM see support vector machines

TAN see Tree Augmented Naïve Bayesian network
telecommunications, segmentation application
data dictionary and segmentation fields, 336
data preparation procedure, 335–336
mobile telephony, 332–333
modeling procedure, 336, 340
identifying segments with cluster model, 342
preparing data for clustering, 340–341
profiling and understanding clusters, 344, 348–349
segmentation deployment, 354
segmentation procedure
deciding level, 335
dimensions, 335
population, mobile telephony core segments, 333–335
time frames and historical information analyzed, 335
using RapidMiner and K-means cluster
Cluster Distance Performance operator, 355
clustering with K-means algorithm, 354–356, 359
Euclidean distance, 355
K-means parameter settings, 355, 357, 358
mobile telephony segments, 355, 358
PCA algorithm, 354–355, 355
profile of clusters, 356, 359
variance/information, by components, 354–355, 356

test-control groups
direct marketing campaign, 85, 86
Model Holdout group, 87
Random Holdout group, 87, 88
recorded response rate, cross-selling campaign, 87, 87
time frames
in churn model, 31, 31
customer profiles, 29
event outcome period, 30, 31, 32–33
latency period, 30–31
multiple time frames, 33
observation (historical) period, 30, 30, 32

potential voluntary churners, identification of, 32
validation phase, 31
Tree Augmented Naïve Bayesian network, 305–306, 306
IBM SPSS Modeler, 177, 177
structure, 177, 177
training dataset, 179–180, 180
TwoStep cluster, 12
Akaike Information Criterion, 211
Bayesian Information Criterion, 211
IBM SPSS Modeler, 211, 212, 212
preclusters, 211

unsupervised models
association (affinity) and sequence models, 12–14
cluster models, 10–12
dimensionality reduction models, 11
record screening models, 14–15
up-selling modeling
pilot campaign, 105–106, 106
product upgrade, 107, 107
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