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Introduction

Generalized Model of Advanced Wireless Networks

In the process of evolving towards 5G networks, wireless networks are becoming more complex in both, the number of different functionalities they provide as well as in the number of users they serve [1]. Future 5G networks are expected to be highly heterogeneous (see Chapter 11) and to integrate cognitive network concepts [2, 3] (Chapter 9), heterogeneous solutions for the offload of cellular network traffic to WLANs [4, 5], multi-hop cellular networks (Chapter 8) including combinations of ad hoc (Chapter 4) and cellular networks [6, 7], and mobile to mobile (m2m) communications [8]. In order to analyze and control these networks, evolving towards complex networks structures, efficient modeling tools are needed.

Complex network theory (Chapter 14) has emerged in recent years as a powerful tool for modeling large topologies observed in current networks [9]. For instance, the World Wide Web behaves like a power-law node degree distributed network, wireless sensor networks like lattice networks, and relations between social acquaintances like small world networks. The concept of small world networks was first introduced by Watts and Strogatz [10] where a small world network is constructed via rewiring a few links in an existing regular network (such as a ring lattice graph). Later on, Newman-Watt [11] suggested a small world network constructed by adding a few new links (shortcuts) without rewiring existing links. The concept of small world can be introduced to wireless networks, typically to reduce the path length, and thus provide better throughput and end to end delay.

Several works have addressed the question of how to construct a wireless network topology in ad hoc and sensor networks (Chapter 5) in such a way that the small world feature is preserved [12–16]. Long range shortcuts can be created by adding wired links [17], directional beamforming [18] or using multiple frequency channels [19] concepts. In Ref. [9] it was demonstrated that small world networks are more robust to perturbations than other network architectures. Therefore, any network with this property would have the advantage of resiliency...
where the random omission of some vertices does not increase significantly the average path length or decrease the clustering coefficient. These features are highly desirable in future wireless networks where the availability of links and nodes can be uncertain. For these reasons, in this book we are interested to redesign heterogeneous wireless networks by including small world properties and frequency channels backups.

The considered network model, that we envision for 5G and further to 6G, includes the multi-hop concept to model future networks with dense user populations and enables mobile to mobile (m2m) connections which are already standardized. We see multi-hop cellular networks as an extension or generalization of the existing m2m concept. The potential users acting as relays may belong to different operators and as such may or may not want to cooperate. Consequently, the existence of those links will be uncertain. Some subareas of the cell will be covered by other technologies such as femto cells, small cells, or WLANs enabling the possibility for the cellular system to offload the traffic. The existence of those links depends on the relaying distance and coverage of the WLAN, as well as the cooperation agreement between the operators. In such a complex network, cognitive links might also be available with limited certainty due to unpredictable activity of the primary user (PU). Complex network theory will be used to aggregate all these characteristics of the network into a unified model enabling a tractable analysis of the overall system performance.

Despite of the extensive work in each of the previous fields, to the best of our knowledge, our book is the first to provide a unified model of the network that will include simultaneously all those technologies. The dynamic characteristics of the network results into a dynamic network topology. The work developed by [20] represents the first attempt to model the link uncertainty by complex networks concepts, although in this work, the uncertainty was a consequence only of fading and dynamic channel access. More specifically, our book emphasizes the following aspects of the design and analysis of complex heterogeneous wireless networks:

1. A unified model for heterogeneous wireless complex networks based on the probabilistic characterization of the node/link uncertainty. The model captures the existence of uncertain and time varying links and nodes inherently present in the latest solutions in wireless networks.
2. Analytical tools for the unified analysis of the multi-operator collaboration, m2m transmission, different traffic offloading options, and channel availability in cognitive heterogeneous networks.
3. Redesign of heterogeneous networks by using specific techniques to systematically add, in a controlled way, network redundancy in order to increase the network robustness to link/node failures.
4. Traffic distribution aware rewiring of the heterogeneous network.
5. A set of new routing protocols for such network.
6. Comprehensive analysis of the network in terms of average path length, clustering, robustness, power consumption, and complexity.

In this introduction we start with a general model of the future wireless network, referred to as generic network model, and later in separate chapters we elaborate in more detail each component of such network.
1.1 Network Model

We start by considering a macro cellular network where users transmit uplink by relaying to their adjacent users (neighbors) on the way to the base station (BS). Multi-hop transmission is modeled by considering a virtual cell tessellation scheme presented in Figure 1.1.1, where the macro cell of radius $R$ is divided into inner hexagonal subcells of radius $r < R$. This partition is not physically implemented in the network but rather used to capture the mutual relations between the terminals in the cell that are potentially available for relaying each other’s messages. For this purpose, it is assumed that, if available, a potential, ready to cooperate transmitter/receiver is on average situated in the center of each subcell.

We assume that within a cell the BS is surrounded by $H$ concentric rings of subcells. For the example in Figure 1.1.1, $H = 3$. The shortest path (in hop count) between the user location and the BS is given by the hop index $h$, $h = 1, \ldots, H$. Due to the terminal unavailability, there may be routes towards the BS where the length of the path is longer than $h$. The number of subcells per ring is $n_h = 6 \cdot h$ and the number of subcells per cell is $N = 3H(H + 1)$.

In the sequel, we present a number of characteristics of heterogeneous networks that lead to the uncertain existence of nodes and links. Node percolation will be used to model and quantify the unavailability of users to relay as a consequence of lack of coverage or terminals belonging to a different operator with no mutual agreement for cooperation. When cognitive links are used, link percolation is used to model the link unavailability due to the return of the PU to the channel. These options will be elaborated in detail in the subsequent subsections.

1.1.1 Node Percolation

1.1.1.1 Multiple Operator Cooperation in Cellular Network

Here we model the scenario where a number of operators coexist in the cellular network. It is assumed that a single operator $i$ has a terminal available in a given subcell with probability $p_i$. In a multi-operator cooperative network, a terminal will be available for relaying in the same subcell if at least one operator has a terminal at that location. This will occur with probability $p = 1 - \prod_i (1 - p_i)$.

![Figure 1.1.1  Macro cell tessellation](image-url)
This probability is higher for higher number of operators willing to cooperate. In general, this will result into a reduction of the relaying route length. If the operators cooperate and let their users to flexibly connect to the BS that is more convenient to them, the network capacity of both operators will be improved. Thus, a better performance of the network will be obtained in the multi-operator cooperative scenario, as will be shown later in this chapter. The node unavailability for the message forwarding in complex network terminology is referred to as node (or site) percolation.

1.1.1.2 Multiple Operators in Cooperation with Multiple Technologies

In general multiple technologies will be available in a heterogeneous network. Each technology has its own characteristics which enables more appropriate AP choice at a specific place and time based on the users’ requirements. Figure 1.1.1 shows an example of a cellular network overlapping in coverage with a WLAN. In the analysis, we will be interested to generalize this model as follows. The relative coverage between the cellular network and other access technologies, that is WLAN will be characterized by probability $p_{\text{wlan}}$ which is the probability that in the next hop the connection will have the opportunity to make a handoff to a different technology and so, terminate the route. The probability $p_{\text{wlan}} = \frac{A_h}{A_c}$ is calculated as the ratio between the coverage areas of other technologies $A_h$ and the coverage area of cellular network $A_c$. This can be easily generalized to introduce other traffic offloading options like small/femto cells or other multitier elements like micro and pico cells.

1.1.1.3 Modeling $m2m$ Links

In the analysis, we will consider the possibility that every next relay on the route will be a final destination of an $m2m$ link with probability $p_{m2m}$. This parameter depends on the probability that the session is within the same cell and parameter $N$ representing the number of subcells in the network.

The simplest model will assume that for a specific session $p_{m2m} = \frac{N_{m2m}/N}{N_{m2m}} = 1/N$, where $N_{m2m}$ is the average number of $m2m$ connections per cell. $N_{m2m}/N$ represents the probability that the given adjacent node is a sink for an $m2m$ connection and $1/N$ is the probability that it is a sink for a specific session out of $N_{m2m}$ such sessions.

1.1.2 Link Percolation—Cognitive Links

In the case that cognitive links are used for relaying, which means that we are establishing the routes for the secondary users (SUs; belonging to a secondary operator, SO), there are two related problems that should be considered. The first one is the link availability at the moment when routing/relaying decision is being made and the second one is the PU return probability that will interrupt the ongoing relaying and force the SU user to try it again with a new option.

We assume that spectrum sensing is perfect [3]. Since this problem belongs to the physical layer technology and has been extensively covered in the literature we will not discuss it within this book. We also consider that due to the uncertainty of the PU’s activities, the SO cannot obtain spectrum availability information in advance for the entire message transmission period.
We model this uncertainty by defining a probability of return of the PU to the channel currently allocated to the SU, denoted as $p_{\text{return}}$.

Let us assume that call/data session arrivals follow a Poisson distribution with rate $\lambda_p$ and $\lambda_s$ for the PU and SU, respectively. The average probability $p_n$ that in a given moment $n_p$ out of $c$ channels are being used in PO network (the system is in state $n_p$) can be obtained as a solution of birth death equations for conventional M/M/c system for data session and M/M/c/c system for voice applications [21].

We assume that the average service time of the SU is $1/\mu_s$ so that, the probability of having $k_p$ new PU arriving within that time is [21]

$$p_{k_p}(t=1/\mu_s) = \frac{(\lambda_p t)^{k_p}}{k_p!} e^{-\lambda_p t} = \frac{(\lambda_p / \mu_s)^{k_p}}{k_p!} e^{-\lambda_p / \mu_s}$$  \hspace{1cm} (1.1.1)

The probability that a specific channel among $c-n_p$ channels is allocated to one of the $k_p$ new arrivals is $k_p/(c-n_p)$. So, the average corruption probability due to the PU return will be

$$P_r(n_p) = \sum_{k_p=0}^{c-n_p} \frac{k_p}{c-n_p} p_{k_p}(t=1/\mu_s)$$  
$$= \sum_{k_p=0}^{c-n_p} \frac{k_p}{c-n_p} \frac{(\lambda_p / \mu_s)^{k_p}}{k_p!} e^{-\lambda_p / \mu_s}$$  \hspace{1cm} (1.1.2)

The previous expression can be further averaged out over $n_p$ to give the average PU return probability defined as

$$p_{\text{return}} = \sum_{n_p} P_r(n_p) p_{n_p}.$$  \hspace{1cm} (1.1.3)

The models presented so far capture the uncertainty of nodes and links due to different characteristics of wireless networks. The network connectivity when all the previous phenomena are present in the network is analyzed in the next section by using an absorbing Markov chain.

### 1.2 Network Connectivity

In modeling network connectivity, we will start with the initial model from Figure 1.1.1 and all components described in the previous section. This initial model is then redesigned later by incorporating the concepts of small world networks and systematic introduction of frequency backup channels. In general, we assume that the network is using cognitive links when available. If a cognitive link is used and there is a PU return to the channel, the ongoing transmission will be aborted with probability $p_{\text{return}}$, given by (1.1.3), and the user will try another channel. If there is no PU return to the channel, the user will relay to the receiver of the m2m link if there is such receiver for a specific session in the neighboring subcells (probability $p_{m2m}$). This joint event will happen with probability $p_{m2m} (1 - p_{\text{return}})$. Otherwise, if there is no such receiver,
the user will relay to the WLAN if available (probability $p_{\text{wlan}}$) in the neighborhood, with probability $p_{\text{wlan}}(1 - p_{\text{return}})$. In addition to WLAN, in general there will be also other options for traffic offloading (small/femto cells, or different tiers of cellular network like pico and micro cells). The offloading decision will be made with certain probability that depends on a number of parameters: AP availability cost of offloading, traffic distribution, terminal interface, and so on. For the purpose of the analysis in this paper all these parameters will be included in $p_{\text{wlan}}$.

This is illustrated in Figure 1.2.1. If none of these two options is available and there is no return of the PU, the user will transmit towards BS by relaying to the neighboring subcells that will take place with probability

$$P_r = (1 - p_{\text{wlan}})(1 - p_{\text{m2m}})(1 - p_{\text{return}}).$$

(1.2.1)

The probabilities of relaying to a specific adjacent subcell are indicated in Figure 1.2.1 where $p$ is the terminal availability probability. In each subcell, the user checks the adjacent relay that is in the direction with the shortest distance towards the BS/AP. The adjacent relay will be available with probability $p$ as shown in Figure 1.2.1, and if available, relaying will take place as indicated with probability $pP_r$. If this user is not available, then the protocol checks the availability of the next user in the order indicated in Figure 1.2.1. In general the potential relays closer to the direction of the BS are checked up first. More specifically, the protocol checks up the right user, which will be available with probability $p$, so the probability that this transition will take place is $p(1 - p)P_r$. In the case of non-availability the protocol will check the left user. The protocol continues in the same way until it gets to the last adjacent user where relaying will take place with probability $p(1 - p)^3P_r$. If none of the above options is available, then the
route will not be established with probability $p_0$ as indicated in Figure 1.2.1. As result, the routing protocol will be referred to as AP location aware routing. Parameter $p_0$ will be used as a key indicator of the node robustness to link and node failure (unavailability).

In general, we denote by $p_n$ the probability of relaying to adjacent user $n$ obtained as

$$p_n = p(1-p)^{n-1} P_r, \quad n = 1, \ldots, 6$$

(1.2.2)

where $P_r$ is given by (1.2.1). Thus, the overall relaying probability to any adjacent subcell is obtained as

$$p_t = \sum_n p_n.$$  

(1.2.3)

In a complex system, the simultaneous impact of the number of factors described in Section 1.1 is included by using the equivalent value of parameter $p$ equal to the product of the individual probabilities characterizing the corresponding phenomena. For example, in the system with two operators with terminal availabilities $p_1$ and $p_2$, respectively, the equivalent terminal availability probability is given by

$$p = p_{eq} = 1 - (1 - p_1)(1 - p_2).$$  

(1.2.4)

So, the relay will be available if the terminal from at least one operator is available.

1.3 Wireless Network Design with Small World Properties

1.3.1 Cell Rewiring

In the previous section, the network connectivity is considered from the point of view that the BS is the main target (destination) in the routing protocol. This means that most of the traffic is intended for destinations out of the cell. In this section, we focus our interest on the scenarios where most of the traffic remains within the cell and we are primarily interested to improve connectivity among the nodes within the cell. This is typical office scenarios where most of the traffic flows between the interoffice computers, computers and printers, interoffice voice and video communications, and so on. Later on, we will generalize the network model to include multiple cells in the overall complex network.

We start by indexing the subcells along the spiral presented in Figure 1.3.1 and unfolding the spiral into a lattice that will be referred to as $s$-lattice. The lattice obtained this way has similar form as those used in the classic literature of the complex networks theory [10, 11, 22, 23].

In a conventional one-dimensional lattice connections are established between all vertex pairs separated by $k$ or less lattice spacing. The small-world model [10, 22, 23] is created by choosing at random a fraction of the edges in the graph and moving one end of each to a new location, also chosen uniformly at random. In a slight variation on the model in [10, 11] shortcuts are added randomly between vertices, but no edges are removed from the underlying one-dimensional lattice.
One can see that in \textit{s-lattice}, obtained by unfolding the spiral from Figure 1.3.1, each vertex is connected to six neighbors. Different from the conventional lattice, the adjacent neighbors on the spiral are not adjacent neighbors in the lattice any more. This fact for itself brings the elements of rewiring or adding additional short cuts. More precisely one can see in Figure 1.3.1 (left hand side in shade) that each node in the \( h \)-th round of the spiral, is connected to two adjacent nodes \((k = 1)\) with the same \( h \), two adjacent nodes on the \((h - 1)\)-th round of the spiral and two adjacent nodes on the \((h + 1)\)-th round of the spiral.

If the coverage of transmission is extended to include two layers of subcells (lattice range \( k = 2 \)) around each node (see the right hand side of Figure 1.3.1 in shade) then each node in the \( h \)-th round of the spiral, is connected to four adjacent nodes with the same \( h \), four adjacent nodes on the \((h \pm 1)\)-th round of the spiral and three adjacent nodes on the \((h \pm 2)\)-th round of the spiral. One should notice that for the nodes located at the corners of the spiral \((\theta = 30 + 60n, n = 1, \ldots, 6\) with respect to the BS), the size of the clusters at the rounds \( h + \Delta h \) and \( h - \Delta h \) are not equal. This is illustrated in Figure 1.3.2 for nodes 2 and 3 of the spiral in Figure 1.3.1.

Formally, parameter \( k \) for \textit{s-lattice} means that each node will be connected to the \( 2k + 1 \) clusters located on adjacent rounds of the spiral within distance \( \Delta h \leq k \) with each individual cluster size \( \leq k \).

Let us denote by \( u(h, \theta) \) the user (network vertex) located in hop \( h \) and angle \( \theta \). In vector representation, its location is given as \( \vec{u}(h, \theta) = h \cdot d_r \cdot e^{\theta} \) where \( d_r \) is the relaying distance. The locations of its adjacent relaying users connected for certain lattice range \( k \) are given in the Appendix A.1. The \textit{s-lattice} with shortcuts will be referred to as \textit{s(sc)-lattice}.

\begin{figure}[h]
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\caption{\textit{s-Lattice} parameters}
\end{figure}
1.3.2 Traffic Distribution Aware Rewiring

It is intuitively clear that from the routing and delay point of view we will need a shortcut between nodes with high traffic density. On the other hand, a direct link between nodes far away from each other would require high power to maintain it. In order to accommodate these contradictory requirements, we suggest a traffic distribution aware rewiring where the shortcuts are established, following one of the options provided below, with probability

\[ p_{ij} \propto \lambda_{ij}. \]  

(1.3.1)

By considering the power consumption, (1.3.1) can be modified as

\[ p_{ij} \propto \frac{\lambda_{ij}}{P_{ij}}, \]  

(1.3.2)

or equivalently,

\[ p_{ij} \propto \begin{cases} \frac{\lambda_{ij}}{P_{ij}}, & P_{ij} \leq P_{\text{threshold}} \\ 0, & P_{ij} > P_{\text{threshold}} \end{cases}. \]  

(1.3.3)

These probabilities may be also obtained as a solution of the more sophisticated optimization problem with more complex utility function.

In practice, the shortcuts can be implemented by using separate m2m channels from the macrocell or equivalently, by considering channel reuse factor 1 and scheduling the transmissions in different slots.

In the case of rewiring, referred to as $s(r)$-lattice, the rewired link will be removed and reconnected randomly to another node. For both, the $s(sc)$- and $s(r)$-lattices, a new set of protocols will be developed later.
1.3.3 Multicell Rewiring

Multiple cells can be interconnected by using two way spiral 2\textit{ws-lattice} with \(2N\) nodes, as shown in Figure 1.3.3. The rewiring (or adding shortcuts) is performed between the two randomly chosen nodes from the whole network. Physically, this can be implemented by using the network backholes and direct link (macrocell or WLAN) from the nodes to the nearest backhole access point for rewiring.

![Figure 1.3.3 2ws-Lattice](image)
1.4 Frequency Channels Backup

In this section, in addition of the small world properties we consider the possibility that a number of additional channels (either cognitive or purchased licensed channels) will be available for relaying. There are a number of ways how additionally purchased licensed channels can be made available to increase the overall network robustness to the link and node failure. The PO can sell the channel with respect to:

\[ \text{Area (A sell)} \]
\[ \text{per macro cell} \]
\[ \text{per constellation unit (subcell)} \]

Number of frequency channels (F sell)
one (1) or \( k_f \) channels

Time the contract is valid (t sell)
temporal (per session) or fixed time sell

In the sequel, we will use \( A/F/t \) notation for an \( A \) sell / F sell / t sell contract. As an example, a \( m/k_f/s \) contract refers to the sell on the macro cell area \( k_f \) channels for the duration of a given session. Depending on the type of the sell, different effects will be achieved with respect to the network robustness enhancement.

1.4.1 \( m/k_f/s \) Contract

We characterize the network state with \( (n_p, n_s) \) where \( n_p \) is the number of temporally active users in the primary network and \( n_s \) is the same parameter for the secondary network. For a given overall number of available channels \( c \), PO will keep \( b_p \) channels as its own backup and is ready to temporally sell to SO \( c - (n_p + b_p) \) channels. The SO will buy \( b_s \) channels for its own back up and the rest of the free channels will be used as cognitive channels. Parameter \( b_s \) is limited to \( b_s < k_f \) and can be represented as

\[ b_s = \begin{cases} k_f, & c - (n_p + b_p) \geq k_f \\ c - (n_p + b_p), & c - (n_p + b_p) \leq k_f \end{cases} \]  \hfill (1.4.1)

1.4.2 Random Redundancy Assignment (R²A)

In this case, the backup channel is randomly assigned to \( n_s \) users resulting in backup probability in secondary network defined as \( p_{bs} = b_s/n_s \).
1.4.3 On Demand Redundancy Assignment

In this case, the redundant channel is assigned to the terminal after \( s \) successive returns of PU to the channel. This can be modeled as

\[
p_1 = p_{\text{return}}^s \quad (1.4.2)
\]

\[
p_i = \binom{n_s}{i} p^s_{\text{return}} (1 - p^s_{\text{return}})^{n_s - i} \quad (1.4.3)
\]

\[
p'_{bs} = \sum_{i=0}^{k_f - 1} p_i \quad (1.4.4)
\]

where (1.4.2) defines the probability that \( s \) successive returns have occurred after which the subcell demands for a backup channel. Parameter \( p_s \) is the probability that out of \( n_s \) active SU, \( i \) users are using the backup channel. Finally, (1.4.4) defines the probability that at least one out of \( k_f \) leased channels is free to be allocated to the new demand. The optimum value of parameter \( s \) is obtained as

\[
s = \arg \max_s p'_{bs} / s
\]

\[
= \arg \max_s \left[ \frac{1}{s} \sum_{i=0}^{k_f - 1} \binom{n_s}{i} p^i_{\text{return}} (1 - p^i_{\text{return}})^{n_s - i} \right] \quad (1.4.5a)
\]

Equation 1.4.5a searches for the value of \( s \) that maximizes the probability that at least one out of \( k_f \) leased channels is free to be allocated to the new demand. For higher \( s \), SUs will need to wait longer and hope that there will be no additional returns of the PU so that they can finally transmit without asking for the backup channel. It is intuitively clear that higher \( s \) will reduce the probability of having \( i \) SUs needing backup channels, which is defined by (1.4.3), and thus increase the probability, once the backup channel is requested, that there will be a backup channel to meet such a request as given by (1.4.4). On the other hand, we cannot allow \( s \) to be too high since this will increase the overall delay of message delivery to the access point. Therefore, the utility function in (1.4.5a) is obtained by dividing \( P'_{bs} \) by \( s \). This utility function can be further modified to obtain \( s \) as

\[
s = \arg \max_s P'_{bs} / s l_r
\]

\[
= \arg \max_s \left[ \frac{1}{s l_r} \sum_{i=0}^{k_f - 1} \binom{n_s}{i} p^i_{\text{return}} (1 - p^i_{\text{return}})^{n_s - i} \right] \quad (1.4.5b)
\]

\[
s = \arg \max_s P'_{bs} / s l
\]

\[
= \max_s \left[ \frac{1}{s l} \sum_{i=0}^{k_f - 1} \binom{n_s}{i} p^i_{\text{return}} (1 - p^i_{\text{return}})^{n_s - i} \right] \quad (1.4.5c)
\]
In (1.4.5b), \( s \) is optimized for each route of length \( l \) separately and in (1.4.5c) for the whole network by using the average value of the route length \( l \). The joint optimization of \((s,k_f)\) is obtained by

\[
\{s,k_f\} = \arg\max_{s,k_f} \frac{p_{bs}}{k_f s l}
\]

\[
= \arg\max_{s,k_f} \left[ \frac{1}{k_f s l} \sum_{i=0}^{k_f-1} \left( \frac{n_s}{i} \right) p_{\text{return}}^i (1-p_{\text{return}})^{n_s-i} \right]
\]  

(1.4.5d)

The optimization problems defined by (1.4.5d) maximize the probability that there will be a backup channel available once the user asks for it. The alternative optimization can be defined as minimizing the time to get the backup channel \( \tau_{\text{acq}} \) after the first return hits the SU. The terminal will ask for the backup channel after \( s \) successive hits of PU return. If there is no backup channel available, it will repeat the procedure. This can be defined by

\[
\{s,k_f\} = \min_{s,k_f} \tau_{\text{acq}}
\]

\[
= \min_{s,k_f} \left( s(1-p_{bs}^l) + 2s(1-p_{bs}^l) p_{bs}^l + 3s(1-p_{bs}^l)^2 p_{bs}^l + \ldots \right)
\]

(1.4.5e)

The previous optimization problem will favor high values of \( k_f \) which is economically inefficient. A modified version defined as

\[
\{s,k_f\} = \arg\min_{s,k_f} k_f \tau_{\text{acq}}
\]

(1.4.5f)

will minimize the channel acquisition time with acceptable number of channels leased for backup purposes. One should notice that although different initial objectives have been set in the definition of the optimization problem, we ended up that utility function in (1.4.5f) is the reciprocal value of the one in (1.4.5d). Since the former searches for the minimum value of the utility and the latter for its maximum, the optimum values of the parameters are the same.

1.5 Generalized Network Model

In the model described in Section 1.4, we have to precisely define subcell transition probabilities for each subcell and solve the complete Markov model. The next level of abstraction is to randomize the position of the subcell with respect to the BS. This can be modeled by introducing an absorbing state labeled by BS as shown in Figure 1.5.1. The probability for a subcell of being a neighbor to the BS is \( p_{bs} = 6/N \). Then, relaying to the neighboring subcells will now take place with probability

\[
P_r = (1-p_{\text{wlan}})(1-p_{m2m})(1-p_{\text{return}})(1-p_{bs}).
\]

(1.5.1)
This graph can be used for the system analysis when the terminal does not know the BS/AP position. For the simplicity of the terminals, the message is forwarded randomly to a neighbor unless an AP is available. This can be justified in the network with high density of the access points. We refer to this option as \textit{blind} (or \textit{hot potato}) routing.

If the routing protocol has the necessary information to preselect the access point, the generalized graph from Figure 1.5.1 will be reduced. The message is intended for the preselected access point and none of the other access points is of interest. So, they are removed from the graph. This may be either m2m final destination or a closest access point selected by the routing protocol in accordance with some optimization criteria. We will refer to this option as \textit{context aware routing}.

### 1.6 Routing Protocols Over $s$-Lattice Network

Modeling \textit{s-lattice} with shortcuts, referred to as $s(sc)$-lattice, requires modifications in the relaying probabilities from Section 1.3. For these modifications, we introduce the Two Layer Routing (2LR) protocol defined below where $i$ refers to the index of the user (vertex) and $j$ to the AP.

**Protocol 1:** 2LR

1. \texttt{for} $i=1, \ldots, N$
2. \texttt{set destination node index} $j=0$
3. \texttt{if there is a shortcut between user} $i$ \texttt{and} $j=0$, \texttt{transmit directly to} $j=0$,
4. \texttt{otherwise}\texttt{transmit to the adjacent users} $j$, $j \neq 0$, \texttt{by 1 layer protocol} (1L) \texttt{as described in Fig.1.2}.
5. \texttt{end}

\[ P_r = (1-p_{\text{wlan}})(1-p_{\text{m2m}})(1-p_{\text{return}})(1-p_{\text{wlan}})(1-p_{\text{bs}}); p_{\text{bs}} = \frac{6}{N} \]
The state transition probabilities for such protocol are given as

\[
p_{ij}^{(2)} = \begin{cases} 
    p_0 = p_{sc}/N, & j = 0 \\
    (1-p_0)p_{ij}^{(1)}, & j \neq 0
\end{cases}
\]  

(1.6.1)

where \( p_{ij}^{(1)} \) are the state transition probabilities that correspond to the one layer routing (1LR) protocol and \( p_{sc} \) is the probability of a shortcut.

An enhancement of the previous protocol, referred to as e2LR protocol, is designed for the situation where it is not possible to have a shortcut directly to the AP. Instead, we will consider the possibility of having a shortcut between user (vertex) \( i \) and any user (vertex) \( w \) located in hop, \( h_w < h_i \).

**Protocol 2: e2LR**

1. for \( i=1, \ldots, N \)
2. set destination node index \( j=0 \)
3. find the set \( S = \{ w/h_w < h_i \} \) of candidate users \( w \), located in hop \( h_w < h_i \)
4. if \( S \neq \emptyset \) then, establish a shortcut between user \( i \) and each \( w, w \in S \)
5. otherwise
   transmit to the adjacent users \( j, j \neq 0 \), by 1 layer (1L) protocol as described in Fig.1.2.
6. end

If we denote by \( C_w = |S| \) the number of candidate users \( w \) for shortcut, then the overall probability that there will be shortcut is \( C_w p_{sc}/N \). The state transition probabilities for such protocol are given as

\[
p_{ij}^{(e2)} = \begin{cases} 
    p_{iw} = p_{sc}/N, & j = w \in S \\
    \sum_w (1-p_{iw})p_{ij}^{(1)}, & j \neq w
\end{cases}
\]  

(1.6.2)

where \( p_{iw} \) is the probability of user \( i \) having a shortcut with a particular user \( w \) and \( S \) is the set of nodes with hopping distance \( h_w < h_i \).

A third option for the two layer routing protocol is the sequential protocol, s2LR, where we also consider first the possibility of having a shortcut directly to the AP. In the case that there is no such option, we check the possibility to have a shortcut to any user located in hop \( h_w = h_j + 1 \). If it is not possible to have such shortcut then, we check the users in \( h_w = h_j + 2 \). The protocol continues in the same fashion by using \( h_w = h_j + \epsilon \) where \( h_w < h_i \). After that, one layer protocol applies.

**Protocol 3: s2LR**

1. for \( i=1, \ldots, N \)
2. set destination node index \( j=0 \)
3. if there is a shortcut between user $i$ and $j=0$,
   transmit directly to $j=0$,
4. otherwise
5. $\varepsilon = 1$
6. find the set $S = \{ w | h_w = h_j + \varepsilon, h_w < h_i \}$ of candidates users $w$, located in hop $h_w = h_j + \varepsilon$, $h_w < h_i$
7. if $S \neq \emptyset$ then, establish a shortcut between user $i$ and each $w$, $w \in S$
8. otherwise, $\varepsilon = \varepsilon + 1$ and go to 6.
9. If the previous options were not available then
   transmit to the adjacent users $j$, $j \neq 0$, by 1 layer (1L) protocol as described in Fig.2.
10. end

The state transition probabilities for s2LR protocol are given as

$$p_{ij}^{(s2)} = \begin{cases} p_{w} = \bar{p}_w p_{sc}/N, & j = w \in S \\ \sum_{w} (1 - p_{w}) p_{ij}^{(1)}, & j \neq w \end{cases}$$

(1.6.3)

with $\bar{p}_w = 1 - \sum_{\varepsilon=0}^{h_i-1} p_{ij+\varepsilon}$

where $S$ is the set of nodes with hopping distance $h_w < h_i$.

The protocols e2LR and s2LR can be further modified by limiting the number of candidate users in hop $h_w < h_i$ to those located at distance $d(i,w) < d(i,j = 0)$. In this way, the relaying route will always go towards the destination and backwards segments are avoided. When the previous protocols consider this issue will be referred to as e2LRm and s2LRm, respectively.

### 1.6.1 Application Specific Routing Protocol

For delay sensitive traffic, the algorithm should reach the AP as soon as possible. In this case, s2LR will use $h_w = h_j + 1$ and continue incrementing $h_w$ as $h_w = h_j + \varepsilon$. In the case of power limited terminals, the algorithm should use the closest neighbor for relaying the traffic. Now, s2LR will start with $h_w = h_i - 1$ and continue by negative increments of $h_w$ as $h_w = h_i - \varepsilon$. For differentiated delay sensitivity service, a combination of the two previous options will be used.

### 1.7 Network Performance

For the analysis of the relaying process in the network, we map the tessellation scheme into an absorbing Markov chain depending on the targeted destination. The absorbing states represent the end of the route when the user has reached the BS, WLAN/off loading node, the end of the m2m communication or due to no route availability point (nr).
In general, relaying from subcell $i$ to subcell $j$ will take place with probability $p_{ij}$ which can be arranged in a subcell relaying probability matrix $P = \|p_{ij}\| = \|p(h, \theta; h', \theta')\|$ where the first set of indexes $(h, \theta)$ refers to the location of the transmitter and the second one $(h', \theta')$ to the location of the receiver. The mapping $i \rightarrow (h, \theta)$ and $j \rightarrow (h', \theta')$ is illustrated in Figure 1.3.1.

Following the schemes presented in Figures 1.2.1 and 1.3.1, in the sequel we derive general expressions for the subcell transition probabilities under the assumption that the scheduling protocol imposes constant dwell time in each subcell. Depending on the protocol, these probabilities are given by (1.2.2) and (1.6.1–1.6.3).

The probability that the user does not relay to any other user is $p_0$ and the process with probability $p_0 = 1 - p_t$ is transferred to an additional absorbing state $nr$ (no route). Then, we reorganize the transmission matrix into $(N + 1) \times (N + 1)$ matrix of the form

$$P^* = \begin{bmatrix} I & 0 \\ R & Q \end{bmatrix}$$

(1.7.1)

where $N$ is the number of subcells. $I$ is the $(N_A + 1) \times (N_A + 1)$ diagonal unitary matrix corresponding to the number of absorbing states including $N_A$ BS/APs plus no route state $nr$. $0$ is the $(N_A + 1) \times (N - N_A)$ all zero matrix, $R$ is the $(N - N_A) \times (N_A + 1)$ matrix of transition probabilities from transient states to absorbing states and $Q$ is the $(N - N_A) \times (N - N_A)$ matrix of transition probabilities between the transient states. By using notation $N = (I - Q)^{-1}$, the mean time for the process to reach any absorbing state starting from transient state $i$ is [24]

$$\mathbf{\tau} = (\tau_1, \ldots, \tau_{N-N_A})^T = T(I - Q)^{-1}I = TN1$$

(1.7.2)

when the dwell time $T_i = T$ for each state $i$ is the same. Otherwise, $\mathbf{\tau} = (\tau_1, \ldots, \tau_{N-N_A})^T = (I - Q)^{-1}\mathbf{\nu} = N\mathbf{\nu}$ where $\mathbf{\nu} = \text{columnvec}\{T_i\}$ and $I$ is $(N - N_A) \times 1$ column vector of all ones.

This expression will be used in the next section in the definition of the network robustness. In general, the variance of that time is

$$\text{var} \tau = 2(I - Q)^{-1}TQ(I - Q)^{-1}\mathbf{\nu} + (I - Q)^{-1}(\mathbf{\nu}_{sq}) - \left[(I - Q)^{-1}\mathbf{\nu}\right]_{sq}$$

(1.7.3)

where $T = \text{diag matrix} \{T_i\}$, and if the dwell times are the same

$$\text{var} \tau = \left[2(N-I)N1 - (N1)_{sq}\right]T^2$$

(1.7.4)

$$(N1)_{sq} = \text{square of each component of N1}$$

The average time to reach an absorbing state is

$$\tau_a = \mathbf{f} \mathbf{\tau}$$

(1.7.5)

where $\mathbf{f}$ is a row vector of the probabilities of the users’ initial positions and $\mathbf{\tau}$ is a column vector given by (1.7.2). The probability that the Markov process starting in a transient state $i$ ends up in an absorbing state $j$ is $b_{ij}$ where
The average probabilities of accessing the BS, hand off to WLAN, reaching the m2m destination and no route are given as

$$p_{ac} = (p_{bs}, p_{wlan}, p_{m2m}, p_{nr}) = fB$$

where $f$ is the vector of probabilities of initial user positions.

### 1.7.1 Average Path Length

The average path length is defined as the average length (in hop count) of the shortest path between any two nodes in the network. It is calculated as

$$l = \frac{1}{N(N-1)/2} \sum_{i,j} l_{i,j}$$

where $l_{i,j}$ is the shortest distance (in hop count) between nodes $i$ and $j$, and $N$ is the number of subcells. Parameter $l_{i,j}$ can be obtained by (1.7.2) for each particular destination $j$ modeled as AP and represented as absorbing state in the Markov model. The entries of the relaying probability matrix $P$, $p(h, \theta; h', \theta')$ for that analysis are given by (1.2.2) and (1.6.1–1.6.3), depending on the protocol used. This result will be compared with the same result for the small world network model where $l \sim \log N$ [10, 11, 22].

### 1.7.2 Clustering

In many networks it is found that if vertex $i$ is connected to vertex $w$ and vertex $w$ to vertex $j$, then there is a heightened probability that vertex $i$ will also be connected to vertex $j$. In the field of social networks, this is often illustrated by the interpretation “a friend of my friend is also my friend.” In terms of network topology, clustering means the presence of a heightened number of triangles in the network (sets of three vertices each of which is connected to each other’s) [23]. Based on this, in our model, we can quantify the clustering coefficient $C$ as

$$C = \frac{\sum_i \sum_w \sum_j p_{iw} p_{wj} p_{ji}}{\sum_i \sum_w \sum_j p_{iw} p_{wj}}, \ i \neq w \neq j$$

where the numerator indicates the average number of triangles in the network and the denominator, the average number of connected triples of vertices defined as a single vertex with edges running to an unordered pair of others. In simple terms, $C$ is the mean probability that two vertices that are neighbors of the same other vertex will themselves be neighbors as well.
1.8 Node, Route, Topology, and Network Robustness

Here, we explicitly define the node, route, topology, and network robustness to physical node and link failure as well as to the channel corruption.

- **Node robustness** is defined as

  \[ \xi = 1 - p_0 = p_t \]

  where \( p_0 \) is the probability that none of the adjacent users is available (probability of no route) and \( p_t \) is given by (1.2.3).

- **Route robustness** is defined as the probability that a specific route from node \( i \) to the access point will physically exist and is given by (1.2.5).

- **Topology robustness** is the average probability of physical existence of the routes in the network. It can be defined either by averaging (1.7.6) or alternatively as

  \[ \xi^{(n)} = \sum_i \sum_j \xi^{(l)} p(l_{ij}) \]

  The alternative definition will be also used in the numerical analysis

  \[ \xi^{(l)} = \xi^l, \]

  where \( l \) is the average path length in the network defined by (1.7.8).

  It will be shown in the numerical results that the network resilience is significantly improved with the small world network properties.

- **Network robustness** includes the impact of the channel corruption \( p_{return} \) and is defined again by (1.8.2) and (1.8.3) where instead of \( l \) parameter \( \tau \) is used.

  When frequency channels are available for backup as explained in Section 1.4, (1.8.1) becomes

  \[ \xi = 1 - p_0 + p_0 p_{bs} \left( 1 - p_{nr}^{nc} \right) \]

  where \( p_{bs} \) is the backup probability in secondary network and \( p_{0}^{nr} \) is no route probability in non-cognitive network. One should keep in mind that \( \xi = \xi \left( n_p, n_s \right) \) depends now on the system state \( (n_p, n_s) \) and the results so far obtained for the network topology robustness defined by (1.8.2) and (1.8.3) should be averaged using the state distribution function \( p(n_p, n_s) \). The modification of the analysis for different type of the contracts can be derived in similar way.

  If we consider on demand redundancy assignment (ODRA) then, the node robustness can be obtained as

  \[ \xi = 1 - p_0 + p_0 p_{bs} p_{nr}^{l} \left( 1 - p_{nr}^{nc} \right) \]

  where \( p_{nr}^{l} \) is given by (1.4.4). By using (1.8.5) in (1.8.2) or (1.8.3) we can obtain again the network robustness.
1.9 Power Consumption

Let us now discuss the average power consumption for the connection between two nodes in the network. We will use notation \textit{node 0} for the destination node and \textit{node i} to denote any source node on the hoping distance \( h_i \). Parameter \( \alpha_{iw} \) will represent the probability that there is direct link (shortcut) between nodes \( i \) and \( w \), and \( P_{iw} \) the power needed for direct transmission from node \( i \) to node \( w \). We use \( P_i \) to denote the average power consumption for the transmission from node \( i \) (on the hopping distance \( h_i \)) to the destination node \( 0 \). For any user located in hop 1, its power consumption is obtained as

\[
P_1 = \alpha_{i0} P_{i0} + (1-\alpha_{i0})\alpha_{i1}(P_{i1} + P_1) + (1-\alpha_{i0})(1-\alpha_{i1})\alpha_{i2}(P_{i2} + P_2)
\]

where the first term indicates the power needed to transmit directly to the destination denoted by \( P_{i0} \) multiplied by the probability \( \alpha_{i0} \) that this transmission will happen. As the user is located in the first hop, the destination is in hop \( j = i - 1 = 0 \). If there is not such option then, the power needed to transmit to an adjacent user located in the same hop is given by the second term where \((1-\alpha_{i0})\alpha_{i1}\) is the probability that this transmission will occur, \( P_{i1} \) is the power needed to transmit to the adjacent user located in \( w = i = 1 \) and \( P_1 \) the transmission power for a user in hop 1 to reach the destination. As before, this transmission will not happen with probability \((1-\alpha_{i0})(1-\alpha_{i1})\). In that case, the user will relay to any adjacent user located in hop \( w = i + 1 = 2 \) with probability \( \alpha_{i2} \) and the total power needed to reach the adjacent user is \( P_{i2} \) plus the transmission power for any user located in hop 2, \( P_2 \), to reach the destination. In general, the power consumption for any user \( i \) can be obtained by the following recursion,

\[
P_i = \alpha_{i0} P_{i0} + \sum_{w=1}^{i+1} \alpha_{iw}(P_{iw} + P_w) \prod_{\xi=0}^{w-1} (1-\alpha_{\xi})
\]

where

\[
\alpha_{iw} = \begin{cases} 
  p, & w = i-1 \\
  p + p(1-p), & w = i \\
  p + p(1-p) + p^2(1-p), & w = i+1 \\
  p_{sc}/N, & |w-i| > 1 
\end{cases}
\]

The transmission power from a user located in hop \( i \) to a user located in \( w \) is \( P_{iw} = (d_{iw})^\alpha P \) where \( d_{iw} \) is the transmission distance between both users, \( \alpha \) is the propagation constant and \( P \) is the power needed for one hop transmission.

The overall power consumption in the network can be obtained as \( P_t = \sum_h P_h n_h \) where \( P_h \) is obtained by (1.3.3) and \( n_h \) is the number of users in hop \( h \).

1.10 Protocol Complexity

At the beginning of this section, we derived general expressions for the subcell transition probabilities under the assumption that the scheduling protocol imposes constant dwell time in each subcell. In this subsection, we are interested in analyzing the number of iterations \( \Delta \) that the
protocol needs to find the route for a given user to the access point. We assume s2LR protocol as it is the one that considers more candidate users to establish the shortcuts. The extension to obtain the complexity for any other protocol is straightforward. The s2LR protocol considers that there may be the option to establish one of the \( w + 1 \) possible shortcuts or otherwise, the protocol will be searching the relaying opportunities to the neighbors in the order indicated in Figure 1.2.1. The first time that the protocol finds such an opportunity it will progress to the next subcell. As a result it will spend different times in different subcells. To model this process, we need a separate state in the Markov model for each iteration in each subcell. Thus, the transition probabilities \( p(i, j) \) defined in the previous section should be now modified into \( p(i, n; j, n') \) as indicated in Figure 1.10.1, where \( n' = 1 \) indicates that the new transmission in the adjacent cell \( j \) will start from state 1 (shortest distance towards the BS/AP).

The rest of the analysis remains the same, and the average number of iterations \( \Delta \) (complexity) to find the route can be obtained by (1.7.4) with \( \Delta = \tau \).

1.11 Performance Evaluation
1.11.1 Average Path Length

Figure 1.11.1 shows the average path length in the redesigned network with shortcuts. The results are presented for \( p = 0.5 \) and different 2LR protocols with respect to the number of subcells \( N \). The furthest reduction in \( l \) is obtained by s2LR and it is about 50% less than with 1L
The modified versions of e2LR and s2LR, which select the candidate users to establish the shortcut so that backwards segments are avoided, provide similar results. As the number of candidate users in the modified protocols is reduced, $l$ is slightly higher.

In Figure 1.11.1, it is assumed that with certain probability, $p_{\text{wlan}}$, there will be a WLAN AP. We assume $p = 0.5$. In this case, we can see that for small value of $p_{\text{wlan}}$, there is still a difference in $\tau$ between blind and location aware routing. If $p_{\text{wlan}}$ increases, then the
performance of both protocols is almost the same as the probability that the adjacent user is an AP increases. Blind routing is intended for big networks where it is not possible to know the location of the APs.

1.11.2 Clustering

Figure 1.11.3 shows the clustering coefficient $C$ versus $p$. We can see that, for the same value of $p$, $C$ is higher for the network without shortcuts. In the figure one can see that the difference between the clustering coefficient for both networks increases with $p$. $C$ for the network with shortcuts decreases about 20% when $p = 1$.

1.11.3 Node Robustness

In Figure 1.11.4, the node robustness to node and link failure, defined as $1 - p_{noroute}$, is shown versus $p > 0.5$ for different protocols. We can see that the resilience increases with $p$ as the probability of finding the route increases. The highest resilience is obtained for the small world network by s2LR protocol. In this case, the node resilience increases by 3% compared to the network without shortcuts, and this difference remains for any value of $p > 0.5$.

1.11.4 Network Robustness

In Figure 1.11.5, the probability $B$ that the user in subcell $i$ reaches the BS/AP is shown for different protocols when $p = 0.5$. We can see that if 1L protocol is used, $B$ significantly decreases for larger number of hops $H$. On the other hand, if the small world network is considered, the value of $B$ increases about 10% in average and is more uniform through the different hops.
The network robustness as defined by (31) with $l \rightarrow \tau$ is shown in Figure 1.11.6. As expected the robustness increases with $k$ but goes to saturation, since for $p < 1$ there is still probability that there will be no relay available even if we can use an additional channel.

1.11.5 Power Consumption

In Figure 1.11.7, the power consumption is shown versus $N$ for different routing protocols for the network with and without shortcuts. For a given $p$, the lowest power consumption is obtained when there are no shortcuts in the network (1L protocol). If protocol s2LR is used which considers the highest number of available shortcuts compared to 2LR and e2LR,
the power consumption increases about 10%. We can also see that the power consumption increases for lower $p$, as the length of the route to reach the destination increases.

**1.11.6 Protocol Complexity**

In Figure 1.11.8, the complexity is compared for different protocols when $p = 0.5$. The complexity significantly increases for protocols e2LR and s2LR. As the average path length for both protocols and their modified version are similar and their complexity is almost double compared to the modified version, it will be more efficient to implement the modified versions.

![Figure 1.11.6 Network robustness $\xi$ versus the number of frequency channels $k_f$ where $\xi$ is given by (1.3.1).](image)

![Figure 1.11.7 Power consumption versus $N$](image)
Finally, Figures 1.11.9 and 1.11.10 represent the utility defined by (1.4.5a) versus $s$ for different values of $p$ return and $k_f$, respectively. All these curves have an explicit maximum which indicates the possibility that for every state of the network an optimum value of $s$ can be chosen.

If the delays across the network are limited then, for a given $s$ the needed number of backup channels $k_f$ can be obtained.

In summary, in this chapter, we model link and node uncertainties as the result of a number of characteristics we envision to be present in future wireless networks. Those characteristics result from the heterogeneity of networks, operators, and applications where different agreements exist between users and operators. We show that the terminal availability probability
$p$ significantly affects the network performance. In particular, the clustering coefficient decreases about 50% for $p = 0.5$ compared to $p = 1$. This quantifies the importance of multi-operator cooperation in the network.

Then, we show how to redesign heterogeneous networks by introducing small world properties. A comprehensive analysis of such a network is provided by considering the average path length, clustering coefficient, node and link resilience, power consumption, and complexity. Illustrations show that, for the redesigned network, the average path length is proportional to $\log N$ and stays within the range $\log N < l < 2.5 \log N$. The resilience of the network improves for the small world network at the expense of 10% increase in power consumption, slight increase in the scheduling length and average increase in the complexity of factor 2 for a network of $H = 4$ hops.

A number of routing protocols are presented based on the awareness of the existence of different APs in the network. It was shown that when $p_{\text{ wlan}} > 0.2$, blind routing and location-aware routing provide very similar results for large networks since there is high probability that the traffic will be offloaded rather than forwarded to the BS.

It was also demonstrated how the optimal allocation of the backup channels can be performed for each state of the network. The analysis provides an explicit relation between the waiting time $s$ to issue a request for a backup channel and the number of available backup channels $k_f$. All optimization curves have an explicit maximum which indicates the possibility that for every state of the network an optimum value of $s$ can be chosen. If the delays across the network are limited then, for the given $s$ (delay), the necessary values of the number of backup channels $k_f$ can be obtained.

1.12 Book Layout

In the previous sections a generic model of the future wireless network was presented that integrates a number of different components and tools needed for their analysis. In the rest of the book these components and tools are elaborated in more detail within separate chapters. In this
section we briefly summarize the content of these chapters in order to justify the motivations for introducing this material in the book and to relate the chapters to the generic model of the network.

1.12.1 Chapter 1: Introduction: Generalized Model of Advanced Wireless Networks

The chapter presents the generalized networks model anticipated for 5G technology and discuss its components and relevant issues, mainly: node percolation, link percolation – cognitive links, network connectivity, wireless network design with small world properties, frequency channels backup, generalized network model routing protocols over s-lattice network, network performance, node, route, topology and network robustness, power consumption, protocol complexity, and performance evaluation.

1.12.2 Chapter 2: Adaptive Network Layer

The chapter on adaptive network layer covers: graphs and routing protocols, elements of graph theory, routing with topology aggregation, network and aggregation models.

1.12.3 Chapter 3: Mobility Management

It is anticipated that, in the generic model of the network, the cellular network will be still responsible for the mobility management. For this reason the chapter reviews the mobility management techniques and focuses on cellular systems with prioritized handoff, cell residing time distribution and mobility prediction in pico and micro cellular networks.

1.12.4 Chapter 4: Ad Hoc Networks

As indicated in the generic network model description, some segments of the future networks will be organized on ad hoc principles. For this reason this chapter includes discussion on: routing protocols in ad hoc networks, hybrid routing protocol, scalable routing strategies multipath routing, clustering protocols, cashing schemes for routing and distributed quality-of-service (QoS) routing.

1.12.5 Chapter 5: Sensor Networks

The most of the network protocols will be context aware and data about the network and environment will be collected by sensor networks. For this reason this chapter will include discussions on: sensor networks parameters, sensor networks architecture, mobile sensor networks deployment, directed diffusion, aggregation in wireless sensor networks, boundary estimation, optimal transmission radius in sensor networks, data funnelling, and equivalent transport control protocol in sensor networks.
1.12.6 Chapter 6: Security

Security remains an important segment of future wireless networks and for that reason in this chapter we discuss the following topics: authentication, security architecture, key management, security management in *ad hoc* and sensor networks.

1.12.7 Chapter 7: Networks Economy

As indicated in the generic model of the network the significant changes in business models in the field of communications networks should take place already in the very first versions (releases) of 5G/6G technology. This will be visible on both macro (operator) level in spectrum sharing as well as on micro (terminal) level for reimbursing the terminal relaying other users’ traffic. For this reason we discuss some basic principles in this field with the focus on: Pricing of services, auctions, bidding for QoS, bandwidth auction, investment incentives, sequential spectrum auctions, and double auction mechanism for secondary spectrum markets.

1.12.8 Chapter 8: Multi-Hop Cellular Networks

As it was indicated earlier, in addition to the massive traffic offloading options the generic network model also includes the option of multi-hop transmission which in a way represents further extension of the existing m2m communications within the macro cell. To elaborate this technology further we discuss in this chapter the following topics: relaying, nanoscale network model, scale free networks, multi-hop multi-operator multi-technology networks, network defading, multi-radio, adaptive relaying in LTE-advanced networks, spectrum auctions for multi-hop secondary networks.

1.12.9 Chapter 9: Cognitive Networks

The generic model of the network includes the options where some of the links are with the status of secondary user. For this reason in this chapter we discuss in more details general principles of cognitive networks including: cognitive small cell networks, power allocation games, data traffic, broadcast protocols, opportunistic spectrum access, spectrum trading, stability analysis, dynamic profit maximization of network operator.

1.12.10 Chapter 10: Stochastic Geometry

Stochastic geometry has become one of the main tools for the analysis of the interference in dense wireless networks. For this reason we present some of the problems in this field that can be modeled and analyzed in this way. The focus in this chapter is on: Stochastic geometry modeling of wireless networks, signal to interference plus noise ratio (SINR) model, point processes, performance metrics, dominant interferers by region bounds or nearest $n$ interferers, approximation of the pdf of the aggregate interference.
1.12.11 Chapter 11: Heterogeneous Networks

The generic model represents the network which is very much heterogeneous. For this reason in this chapter we discuss basics of heterogeneous networks and summarize the experience and results published so far. The material includes discussion on: WLAN macro/femto/small cells, macro to femto network deployment and management, self-organizing femtocell networks, economics of femtocell service provision, femtocells as additional internet gateways, indoor cooperative small cells over Ethernet, cognitive small cell networks, self-organization in small cell networks, adaptive small-cell architecture.

1.12.12 Chapter 12: Access Point Selection

As indicated in the generic model of future wireless networks terminals will have a variety of different access points to choose to connect to. In this chapter we discuss main criteria of how to select the best connection in such environment with emphasis on: Network selection and resource allocation, joint access point selection and power allocation, averaged iterative-water filling algorithm, a non-cooperative game formulation, stability and fairness of AP selection games, a unified QoS-inspired load optimization, a learning-based network selection method in heterogeneous wireless systems.

1.12.13 Chapter 13: Self-Organizing Networks

Self-organization of dense networks becomes important for improving network efficiency in using the available resources. In this chapter we cover the following problems: Conceptual framework for self-organizing networks (SONs), optimization over the user-association policy, introducing load constraints, handover parameter optimization.

1.12.14 Chapter 14: Complex Networks

It is expected that the design tools of complex networks, well established in the fields like Internet, social networks, citations networks, or web networks will be used more and more in the design of future wireless dense networks. The first hints were already given in the description of the generic model of the network. In this chapter we briefly discuss some of the main topics in this field like: Types of networks, social networks, the small-world effect, degree distributions, scale-free networks, network resilience, random graphs, average path length, models of network growth, Price’s model, the model of Barabási and Albert, processes taking place on networks, percolation theory and network resilience and epidemiological processes.

1.12.15 Chapter 15: Massive MIMO

Although massive MIMO is a physical layer technology, in this book it is discussed as an option to increase network capacity by spatial reuse of the channels. For this reason in this chapter we include material on: massive MIMO for next generation wireless systems with the focus
on precoding algorithms, imperfections, channel measurements and modeling, detection algorithms, resource allocation, performance analysis, robust design, and coordinated point transmission.

1.12.16 Chapter 16: Network Optimization Theory

There is a variety of network optimization tools that enable best network parameters selection in accordance with some objective function, often referred to as utility function. In this chapter we provide a brief overview of these tools. More specifically we cover topics as: layering as optimization decomposition, cross-layer optimization, and optimization problem decomposition methods.

1.12.17 Chapter 17: Network Information Theory

Network optimization theory provides tools to analyze maximum achievable rates (capacity) in the network. Most of the time the performance measure is the network transport capacity. In this chapter we provide a brief overview of these tools. More specifically we cover topics as capacity of ad hoc networks, information theory, and network architectures.

1.12.18 Chapter 18: Network Stability

For delay tolerant networks (DTNs) messages can be temporally stored in a queue in a node before being forwarded to the next node on the route. For such a network it is important to control the congestion and make sure that all queues in the network do not exceed the predetermined value which is referred to as the network stability. In this chapter we briefly summarize the tools for the analysis of the network stability by focusing on: time varying network with queuing, network delay, Lyapunov drift and network stability, Lagrangian decomposition of multi-commodity flow optimization problem, flow optimization in heterogeneous networks, dynamic resource allocation in computing clouds.

1.12.19 Chapter 19: Multi-Operator Spectrum Sharing

As indicated in the generic model of the network the spectrum sharing principle might be more attractive and efficient then classical cognitive network approach. For this reason we cover in this chapter basic principles of spectrum sharing and mutual business relations between multiple operators. Mainly we cover: possible business relations in spectrum sharing, game theory based models, primary/secondary network operator contracts, channel availability, channel corruption, spectra borrowing/leasing, pricing models, modeling user dissatisfaction, multi-operator congestion control in the network.

1.12.20 Chapter 20: Large Scale Networks and Mean Field Theory

We discuss Mean Field Theory (MFT) for Large Heterogeneous Cellular Networks, Macro-BS optimization problem, Mean-Field Game Among Femto-BSs, Interference Average Estimation, Large Scale Network Model Compression, Mean-Field Analysis, Mean Filed Theory

1.12.21 Chapter 21: mmWave 3D Networks

mmWave technology has become interesting for 5G/6G systems at least for the reason that it enables significant additional spectra and more efficient beamforming, which now becomes feasible for implementations even in portable terminals. For this reason in this chapter we summarize some basic issues regarding this field with the emphasis on: mmWave technology in subcellular architecture, limitations of mmWave technology, network model, network performance, performance of dense mmWave networks, microeconomics of dynamic mmWave networks, dynamic small cell networks, DSC network model, and DSC network performance.

1.12.22 Chapter 22: Cloud Computing in Wireless Network

Cloud computing has become a priority in the research community since it provides new concepts, more efficient and more powerful, when it comes to the organization and management of big data. This has generated an equivalent problem in communications and networking. For this reason in this chapter we discuss: technology background, system models, system optimization, dynamic control algorithm, achievable rates, and network stabilizing control policies.

1.12.23 Chapter 23: Wireless Networks and Matching Theory

In this chapter, we discuss the use of matching theory, for resource management in wireless networks. The key solution concepts and algorithmic implementations of this framework are presented. Matching theory can overcome some limitations of game theory and optimization discussed in the previous chapters of the book. It provides mathematically tractable solutions for the combinatorial problem of matching players in two distinct sets, depending on the individual information and preference of each player. Within the chapter we discuss Matching Markets, Distributed Stable Matching in Multiple Operator Cellular Network with Traffic Offloading, Many to Many Matching Games for Cashing in Wireless Networks and Many to One Matching with Externalities in Cellular Networks with Traffic Offloading.
Chapter 24: Dynamic Wireless Network Infrastructure

The network infrastructure require significant investments and for this reason a certain attention has been attracted by the latest work on the new paradigms in this field. In general these paradigms are providing solution where the network infrastructure of a particular operator can be temporally expanded or compressed without need for additional investment. We discuss in this chapter two options for this solution: (i) **network infrastructure sharing** and (ii) **user provided connectivity**. In addition in this chapter we discuss Network Virtualization, Software Defined Networks (SDNs), and SDN Network Security.

Appendix A.1

In multi-hop transmission, \( u(h, \theta) \) relays the information to any of its adjacent users \( u(h', \theta') \). The location of any adjacent relay is calculated in vector form as

\[
\bar{u}(h', \theta') = h' d_r e^{i \theta'} = \bar{u}(h, \theta) + \eta d_r e^{i \theta_n}, \quad \eta = 1, \ldots, k, \quad n = 1, \ldots, n_h
\]

which depends on the lattice range \( k \), the relaying distance \( d_r \), and the location of the transmitter \( u(h', \theta') \).

For the lattice of range \( k = 1 \), the set of angles \( \Theta^{(1)} = \{ \theta_1^{(1)} \} \) is \( \theta_1^{(1)} = 30^\circ \); \( \theta_n^{(1)} = \theta_{n-1}^{(1)} + 30^\circ, \quad n = 2, \ldots, n_h \), where \( \theta_1^{(1)} \) is the first angle of the set. As we can see from Figure 1.3.3, the first adjacent user (vertex) in \( k = 1 \) is located \( 30^\circ \) with respect to \( u(h, \theta) \), and the separation between users (network vertices) is \( \theta_1 = 60^\circ / 1 = 60^\circ \). The set of angles \( \Theta^{(k)} \) for the lattice with range \( k = 2, \ldots, H \) is calculated following the same reasoning as

\[
\begin{align*}
\theta_1^{(2)} &= 0^\circ; \quad \theta_2^{(2)} = \theta_1^{(2)} + 30^\circ, \quad n = 2, \ldots, n_h \\
\theta_1^{(3)} &= 10^\circ; \quad \theta_2^{(3)} = \theta_1^{(3)} + 20^\circ \\
\theta_1^{(4)} &= 0^\circ; \quad \theta_2^{(4)} = \theta_1^{(4)} + 15^\circ \\
\theta_1^{(5)} &= 6^\circ; \quad \theta_2^{(5)} = \theta_1^{(5)} + 12^\circ, \ldots \\
\theta_n^{(k)} &= \theta_{n-1}^{(k)} + \theta_h = \theta_{n-1}^{(k)} + 60^\circ / k, \quad n = 2, \ldots, n_h \\
\theta_1^{(k)} &= \begin{cases} 30^\circ / k, & \text{if } k = 2p + 1, \quad p = 0, 1, \ldots, \left\lfloor \frac{H-1}{2} \right\rfloor \\ 0^\circ, & \text{otherwise} \end{cases}
\end{align*}
\]

The set of adjacent relays (nodes) is given by \( U = \bigcup_{\eta} \left\{ u(\eta, \Theta^{(\eta)}) \right\}, \eta = 1, \ldots, k \). Once the location of the users (vertices) is known in terms of \( h \) and \( \theta \), it is straightforward to obtain its index within the spiral.
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