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convergence and mixing 26–28
<table>
<thead>
<tr>
<th>Subject Index</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Markov chain Monte Carlo (MCMC)</strong></td>
</tr>
<tr>
<td>(Continued)</td>
</tr>
<tr>
<td>Markov chains 23–25</td>
</tr>
<tr>
<td>Metropolis–Hastings algorithm 25–26, 28–29</td>
</tr>
<tr>
<td>Markov chains 23–25, 1000</td>
</tr>
<tr>
<td>aperiodic 24</td>
</tr>
<tr>
<td>discrete-time 23</td>
</tr>
<tr>
<td>irreducible 24</td>
</tr>
<tr>
<td>reducible 24</td>
</tr>
<tr>
<td>reversibility 24</td>
</tr>
<tr>
<td>Markov clustering algorithm 999</td>
</tr>
<tr>
<td>Markov equivalent 719</td>
</tr>
<tr>
<td>Markovian dependence 928</td>
</tr>
<tr>
<td>Markov model of codon substitution 371–372</td>
</tr>
<tr>
<td>Markov process 371</td>
</tr>
<tr>
<td>Markov property 23</td>
</tr>
<tr>
<td>Mash algorithm 1001</td>
</tr>
<tr>
<td>mass spectrometry (MS) 950</td>
</tr>
<tr>
<td>match probability 533, 538</td>
</tr>
<tr>
<td>mate selection 517–518</td>
</tr>
<tr>
<td>mathematical models in population genetics 115–116</td>
</tr>
<tr>
<td>multi-locus models 130–131</td>
</tr>
<tr>
<td>linkage disequilibrium 134–140</td>
</tr>
<tr>
<td>linkage equilibrium 131–134</td>
</tr>
<tr>
<td>single-locus models 116–117</td>
</tr>
<tr>
<td>diffusion approximations 120–126</td>
</tr>
<tr>
<td>of panmictic populations 116</td>
</tr>
<tr>
<td>random drift and Kingman coalescent 117–120</td>
</tr>
<tr>
<td>spatially structured populations 126–130</td>
</tr>
<tr>
<td>mating systems 459</td>
</tr>
<tr>
<td>of flowering plants 504</td>
</tr>
<tr>
<td>of hermaphroditic populations 504</td>
</tr>
<tr>
<td>MaxEntScan 767</td>
</tr>
<tr>
<td>maximum a posteriori (MAP) estimate 22</td>
</tr>
<tr>
<td>maximum a posteriori (MAP) tree 234</td>
</tr>
<tr>
<td>maximum clade credibility (MCC) tree 234</td>
</tr>
<tr>
<td>maximum composite likelihood estimator (MCLE) 19</td>
</tr>
<tr>
<td>maximum likelihood (ML) 4, 179–180 estimation 374–377</td>
</tr>
<tr>
<td>mechanics of 192–193</td>
</tr>
<tr>
<td>maximum likelihood estimator (ML estimator) 4–6, 468</td>
</tr>
<tr>
<td>asymptotically unbiased 7–8</td>
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</tr>
<tr>
<td>blocks of genome</td>
<td>138–140</td>
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one-step transition matrix 23
Online Mendelian Inheritance in Animals (OMIA) 781
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