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- relative risk 206–8
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- chi-squared test 208–17
- relative risk 206–8
- t-test 217–22
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sample size issues 223–6
- simple linear regression 232–42
- structure of 196
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Collaborative review groups, Cochrane 427

Communicable disease 40–4

Community-based interventions 344–7
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Compliance with treatment 320, 336, 338
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Confounding
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- multiple 270, 278–9
- random allocation of 315–16
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Coronary heart disease (CHD)  
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and passive smoking 364–9, 373–6, 383–4
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Correction factor 148
Correlation coefficient 74–8, 232
Cox regression 379  
applications of 383–5  
hazard function 380  
hazard ratio, calculating 380  
model 380–1  
prediction 383  
proportional hazards assumption 380
Criterion validity 173
Cross-over trials 349–50
Crude death rates 112–13
Cumulative incidence, see Incidence rate
Current life tables 385–8

Data  
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types of 179–83  
see also Categorical data; Continuous data;  
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population estimates/projections 81–2
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see also Epidemiology
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Exposure assessment 270–1
  bias in 271–3
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F-ratio 239, 242
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Factorial design 335–6
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  analysis and interpretation 335–50
  factorial design 335–6
  sample size calculation 331–2
Finite population correction factor 148
Fisher’s exact test 513–15
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Follow-up
  cohort studies 202–5
  loss to follow-up 320, 366
  randomised, controlled trials 311
Forest plots, meta-analysis 415–17, 421
Frequency distributions
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paired data 347–9
purpose of 309–12
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study design
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  see also Survival analysis
Mortality
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  statistics, routine collection of 30–7, 79
  suicide rates 34–6, 458–63
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