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bag-of-words, 265–266
corpora, 264–265
Brown Corpus, 267–268
corpora in Natural Language Processing, 256
IC (information corpora), 268–269
data formats, 257
data sources, 257
document categorization, 274–277
Green Eggs and Ham, 256
in-database, 338–339
lemmatization, 258
morphological features, 266–267
NLP (Natural Language Processing), 256
parsing, 257
POS (part-of-speech) tagging, 258
raw text, collection, 260–263
search and retrieval, 257
sentiment analysis, 277–283
stemming, 258
stop words, 270–271
text mining, 257–258
TF (term frequency) of words, 265–266
DF, 271–272
IDF, 271–272
lemmatization, 271
stemming, 271
stop words, 270–271
TFIDF, 269–274
tokenization, 264
topic modeling, 267, 274
LDA (latent Dirichlet allocation), 274–275
web scraper, 262–263
word clouds, 284
Zipf’s Law, 265–266
text mining, 257
textual data files, 6
TF (term frequency) of words, 265–266
DF, 271–272
IDF, 271–272
lemmatization, 271
stemming, 271
stop words, 270–271
TFIDF, 269–274
TFIDF (Term Frequency-Inverse Document Frequency), 269–274, 285–286
time series analysis
ARIMA model, 236
ACF, 236–237
ARMA model, 241–244
autoregressive models, 238–239
building, 244–252
cautions, 252–253
constant variance, 250–251
evaluating, 244–252
fitted models, 249–250
forecasting, 251–252
moving average models, 239–241
normality, 250–251
PACF, 238–239
reasons to choose, 252–253
seasonal autoregressive integrated moving average model, 243–244
ARMAX (Autoregressive Moving Average with Exogenous inputs), 253
Box-Jenkins methodology, 235–236
cyclic components, 235
differencing, 241–242
fitted models, 249–250
GARCH (Generalized Autoregressive Conditionally Heteroscedastic), 253
Kalman filtering, 253
multivariate time series analysis, 253
random components, 235
seasonal autoregressive integrated moving average model, 243–244
seasonality, 235
spectral analysis, 253
stationary time series, 236
trends, 235
use cases, 234–235
white noise process, 239
tokenization in text analysis, 264
topic modeling in text analysis, 267, 274
LDA (latent Dirichlet allocation), 274–275
TP (true positives), confusion matrix, 224
TPR (true positive rate), 225
transaction data, 6
transaction reduction, Apriori algorithm and, 158
trends, time series analysis, 235
TRP (True Positive Rate), 185–187
ta() function, 245	two-sided hypothesis test, 105
type I errors, 109–110
type II errors, 109–110
typeof() function, 72

U
UNION ALL operator (SQL), 332–333
units of measure, k-means, 132–133
unstructured data, 6
Apache Hadoop, HDFS, 300–301
LinkedIn, 297
MapReduce, 298–299
natural language processing,
  18
use cases, 296–298
Watson (IBM), 297
Yahoo!, 297–298
unsupervised techniques. See clustering
users of data, 18

V
validation, association rules and, 157–158
variables
  categorical, 170–171
  continuous, discretization, 211
  correlated, 206
decision trees, 205
dependent, 162
factors, 77–78
independent, 162
input, 192
redundant, 206
VARIMA (Vector ARIMA), 253
vectors, R, 73–74
video footage, 16
  k-means and, 119
video surveillance, 16
visualization, 41–42. See also data visualization
exploratory data analysis, 82–85
  single variable, 88–91
grocery store example (Apriori), 152–157
volume, variety, velocity. See 3 Vs (volume, variety, velocity)

W
Watson (IBM), 297
web scraper, 262–263
white noise process, 239
Wilcoxon rank-sum test, 108–109
wilcox.test( ) function, 109
window functions (SQL), 343–347
word clouds, 284
work spaces, 10, 11. See also sandboxes
  Data preparation phase, 37–38
worker nodes, 301
write.csv( ) function, 70
write.csv2( ) function, 70
write.table( ) function, 70
WSS (Within Sum of Squares), 123–127

X-Z
XML (eXtensible Markup Language), 6
Yahoo!, 297–298
YARN (Yet Another Resource Negotiator), 305
Zipf’s Law, 265–266