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semantic measures, 781, 782
subjective measures, 781
null-addition property, 780
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Inference, 201, 908
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GRNs from multiple data sources, 812
inference rules, 773
maximum-likelihood techniques, 729
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statistical, 354
Viterbi algorithm, 206
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genomics data, 812
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inference methodologies, 830
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multiple data sources, 812
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bag-of-words representation, 926
text document, 926
concept, 926
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model semantic structure of text, 928
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phrase structure tree generated by parser, 928
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semantic tree analysis, 929
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Information extraction (IE), 901, 943, 944
success, 944
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Information-theoretic filters, 407
backward elimination and relevance criterion, 408–409
conditional mutual information maximization (CMIM) criterion, 410
fast correlation–based filter, 407
forward selection, and relevance criterion, 409–410
Markov blanket elimination, 409
minimum interaction–maximum relevance (MIMR) criterion, 412
minimum redundancy–maximum relevance (MRMR) criterion, 411–412
theoretical comparison of filters, 413
variable ranking, 407
Information theory, 399
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curse of dimensionality, 400
discrete variables
redundancy, 406
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fast mutual information estimation, 413–414
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Intronic splicing silencers (ISSs), 7
Isoleucine, 99
Itemset mining, constrained, 741, 749, 751, 765, 766, 767
  Iterative signature algorithm (ISA), 602
  IUB/IUPAC nucleic acid codes, 311
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Log likelihood
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Mass spectrometry (MS), 1028
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Matlab script, 524

Matrix factorization (MF), 536
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Maximum a posteriori principle (MAP), 560
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Maximum entropy, 197, 202, 203, 855, 947, 949, 961, 962, 963

Maximum-entropy Markov models, 203

Maximum independent set problem, 652
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procedure, 483
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Measuring expression levels, 283
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MEDLINE, 919

medical subject headings (MeSHs), 919, 920
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external memory algorithm, 1057

FM index, 232

human genome, 992

Mesenchymal stemlike (MSL), 659

Metabolic disease database, 1038

Metabolic network modeling, 1030–1031

genome-scale metabolic models, 1030, 1031

kinetic modeling, 1030, 1031
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flux balance analysis (FBA), 1030

topological analysis, 1030

Metabolomics, 1029

advantages, 1029

database classification, 1036
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MetaCyc, 1038

Metagenomic analysis, 1004
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Metropolis criterion, 709

Microarray analysis
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techniques, 648
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gene expression levels, 428

logarithmic ratio, 428

Microarray clustering context

search procedure, 571

Microarray data (MAD), 381, 422, 557, 680

clustering evaluation measures, 582

Microarray data analysis

approaches of, 663–667

cancer classification and prediction, 657

clustering techniques, 625

distance function, 525

experimental design, 659–660

work flow of, 658

experimental study, 667–669

classification, 667–669

statistical tests, 667

normalization, 660–661

ranking, 661–662

Microarray data sets, 566–567

Microarray experimental design, 658
Microarray expression profiles, 165, 208, 281, 521
Microarray gene clustering, 570
Microarray gene expression data analysis, 281, 286, 423, 432, 787, 812
Microarray Interval Discriminant CLASSifier (MIDClass), 658
Microarray technologies, 283–285, 354, 380, 421, 625
data, 286–287
Microbial communities, 225, 984, 1003, 1004
types, 1004
Microbial rDNA clones, 653
Microbial richness estimation accuracy, 1018, 1019
assessment, 1018, 1019
MicroRNA noncoding RNAs, 685
posttranscriptional regulation of genes, 685
precursors, 685
Microsatellite, 1075
MIDClass operates, 665
Minimal spanning tree (MST) problem, 524, 526
Minimum clique partition (MCP), 651
Minimum free energy (MFE) model, 213, 686, 688, 692, 693
Minimum spanning tree (MST), 524
Minkowski distance, 527
MIPS database, 87, 208, 637
miRBase, 686
MirID
accuracy rates of, 692
feature-mining algorithm, 690
screenshot, 691
steps, 689
Mismatch-aware hash function, 229
Mixture modeling, 566
ML, see Maximum likelihood (ML)
ML-based approaches, 848–856
relations between ML approaches, 849
work flow of ML-based NER system, 849
MLColumnAssign, 632
MLRowAssign, 632
MOBI algorithm, 614
Model-based clustering, 559
biological measures, 579–581
data sets, 584–586
discussion, 581–584
EM algorithm, 560
classification of, 561
stochastic EM (SEM) algorithm, 561
evaluation measures
search procedure and classification, 570–571
external measures, 576
classification-oriented measures, 577–578
naive statistics, 579
similarity-oriented measures, 578–579
finite-mixture models, 560
geometric clustering algorithms, 557
hierachical, 557–558
partitioning clustering, 558–559
internal measures
cluster stability, evaluation of, 574–575
predictive power of, 576
preliminaries, 572
single cluster, evaluation of, 573
single gene, evaluation of, 572
whole clustering, evaluation of, 573–574
Model-based clustering algorithms, 557, 559–561
Model, ML techniques, 855, 856
concept ML technique model, 856
future data, 855
semisupervised learning, 855
graphical structure of CRFs, 856
supervised learning, 855
MOEAs, see Multiobjective evolutionary algorithms (MOEAs)
Molecular dynamics (MD) simulation, 707
Molten globule (MG), 715
free energy of, 716
Monte Carlo (MC) method, 708
Morphology
derivational, 921
inflection, 921
Motif finding, 310, 982, 984
Motif representation, 311–312
MouSDB5, 16
MS-based proteomics, 59
experimental procedure, 60
Multi-database query languages, 37
Multifactorial, 660
Multilabel sentence-level classification, 961
evaluation, 961
MALLET library, 961
maximum-entropy experiments, 961
multilabel, sentence-level results, 961
naive Bayes EM classifier, 961
Multilayer perceptron (MLP), 675
perceptrons, 678
Multimodal biological data, 1109–1112
approaches to discover knowledge
database-oriented approaches, 1111–1112
numerical data combination, 1112
tools to combine data, detailed
comparison, 1113
biological knowledge, 1109
accumulation cycle, 1110
distribution, 1109
data domains, 1110
illustration, 1112
tools selection, to combine data, 1112
graph-based modeling approaches, 1110
important data types, 1110
illustration of, 1111
modality, 1110
preprocessed data, 1110
analysis, 1110
visualization, 1110
spatial information, 1110
transformation into biological knowledge, 1110
Multiobjective evolutionary algorithms
(MOEAs), 602, 612
Multiobjective genetic algorithms, 425–426
crowding distance, 426–427
crowding selection operator, 427
nondomination, 426
NSGA-II, 427
Multiobjective model, for biclustering, 611–614
definition of, 614
optimization
Pareto dominance, 611
Pareto front, 612–613
Pareto optimality, 611
Pareto optimal set, 611–612
problem, 611
quality indicators, 613
Multiobjective optimization problem (MOP), 611
Multiple alignment, 971
Multiple-classifier fusion method, 677
Multiple-label, sentence-level classification, 948–949
biomedical abstracts, 948
event-type probability, determination, 948
GENIA corpus data, 948
MALLET library, 948
classification algorithms, 948
maximum-entropy
main aspects, 949
MaxENT classifier, 949
naive Bayes EM, 949
negative regulation, 948
plain-text sentence, 948
phrases italicized indicates, 948
PUBMED abstracts, 948
Multiple-sequence alignment, 1052–1053
advances, 1053
algorithms, 1052
challenge, 1053
concatenated matrices, 1052
consist of, 1052
divide-and-conquer approach, 1053
implementations, 1053
profile alignment, 1053
implementation, 1052
large data set assembly problems, 1053
major uses, 1052, 1053
Multiple treatment groups, modeling
functional analysis-of-covariance
(fANCOVA) model, 513–515
treatment effects, 515–516
MUSCLE, 1004, 1053
Mus musculus, 16, 261
Mutations, 380, 728–729
indentifying mutation selection, 728–729
genotype mutations, 728
mutation pressure, transcriptase enzyme, 728
Mutual information (MI), 526, 1015
Myoglobin, x-ray crystallography, 705
Naive Bayes model, 203
Naïve statistics, 577
Named entity recognition (NER), 901, 920
National Center for Biotechnology Information
(NCBI), 1059
database, 890
RefSeq, 157, 874, 879, 886, 890
National Library of Medicine (NLM), 919
NCI60 adjusted Rand index curves, 539
F-index curves for, 543
FM-index curves, 541
Nearest neighbor
approaches, 752
classification, 437
classifier, 343, 432, 665
clustering, 648
Nearest rule, 958
benefits, 958
definition, 958
event class rule, 958
Neighborhood, 165, 176, 208, 210, 244, 602
based algorithms, 609
function, 210
nodes, 199
search approach, 600
Neighborhood search (NS) approach, 600
Network, 177–178
for epistasis studies, 181–182
  GAIN, 182
  SEN, 181, 182
natural and artificial, 177
Network inference, 412, 414, 812
  algorithms, 812
  task, 412
Network models, in understanding disease, 166
  interactome network for disease prediction, 166–167
  network perturbation due to pathogens, 167
  network view of cancer, 167–168
Network topology, 823
Neural networks, 178, 287, 477, 727, 752
Neuro-fuzzy computing, 422
Neuro-genetic hybridization, 422
New hypotheses, prediction, 909–914
  AnsProlog rules, 912
  binary relations, used to instantiate discovery pattern, 914
c-o-currence-based statistical analyses, 910
data cleaning, 912
discovery pattern, 911
disjoint, sets of literature, 909, 910
future prospect, 914
Gene Ontology (GO) and Entrez Gene summary, use of, 912
hypothesized disease–drug relation, 914
hypothesizing binary relations, see Hypothesizing binary relations
  Hypothesizing binary relations
hypothesizing complex biology concepts, see Hypothesizing complex biology concepts
imperfect precision, cause of, 914
incorrectly inferred DDIs, 912
inference rules used in, 911
literature-based discovery, 910
logic representation of repaglinide metabolic pathway, 913
MEDLINE abstracts, with semantic annotations, 912
notion of discovery pattern, 910
parse tree query language (PTQL), 912
PharmGKB, 913
relation extraction systems, 914
text-mining systems, 914
Newton’s equation, 708
Next-generation sequencing (NGS) technology, 982–985
  applications, 982–985
  chromatin immunoprecipitation sequencing (ChIP-seq), 984
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  algorithms, 982
  assembly definition, 982
  comparative assembly approach, 982
de novo approach, 982
  main challenges, 983
machines error correction, 995
  achieving parallelism, 995
  cloud computing, 995
metagenomics, 984, 985
Roche 454 Life Sciences sequencer, 982
Solexa genome analyzer, 982
transcriptome sequencing, RNA-seq, 983, 984
  computational challenges, 983, 984
definition, 983
NGAM (non-GAM) reactions, 1034
NGS data, 226
NLP techniques, 939
NMF scheme, 536, 537
NN classifiers, 667
Nodes, 80, 158, 178, 193, 199, 207, 211, 240, 286, 288, 633, 665, 990, 1055, 1088
Noncoding RNA (ncRNA), 687
Nondominated sorting genetic algorithm (NSGA-II), 423, 602
Nonnegative matrix factorization (NMF), 522, 524
Normalized mutual information (NMI), 636, 637, 1015
equation, 1015
Normalized unscaled standard error (NUSE), 660
Notable classifiers, 1003
Nova1 and Nova2 proteins, 11
Nova proteins, 11
NSGA-II, Pareto front projections, 622
Nuclear magnetic resonance (NMR) spectroscopy, 703, 1029
Null hypothesis, 364, 365
Object-role modeling (ORM), for object-oriented software, 129
OBO Foundry ontologies, 54
Obtaining control, and background estimation, 364–365
ConReg-R, 365–367
testing with explicit control data, 365
Omics era, 1027–1029
biomolecular networks, 1027
innovative technologies, 1027
omic data integration, 1028
omic data regeneration, 1028
OMMBID, 1037
One-pass extraction, 952–955
extraction algorithm, 952, 953
extraction rule, 952
multiple events, 953, 954
cases, per sentence, 953
disjoint events, 953
nested events, 953, 954
dependency parse, 953
extraction, 953
trigger word, 953
sample parse, extraction, 954, 955
Online Mendelian Inheritance in Man (OMIM), 35
Ontology-based approaches, 49
in life sciences, 53
Ontology-driven conceptual data modeling, 130
waterfall methodology, 130
Open Biological and Biomedical Ontologies (OBO) Foundry, 53
Open reading frames, 1034
Operational taxonomic units (OTUs), 653, 1003
Operon annotation, 626, 629
Optimization problems
heuristic techniques, 425
multiobjective, 770, 771
multiobjective genetic algorithms, 425
single-objective, 426
Orchini distance, 528
Order of magnitude, 390, 392, 550, 551
Order-preserving submatrix (OPSM) algorithm, 602
Organism database, 1038
Other techniques, inference of GRNs, 829–830
average linkage clustering, 829
clustering, 829
clustering methods, 829
dimension problem, 829
gene network, 829
graphical Gaussian modeling (GGM), 829
Out-degree, 178
Outside edge binary clustering with missing values (OEBCMV), 649
Overlap graph, 234, 237, 238, 240, 990, 991
Overlap–layout–consensus (OLC) assemblers, 237–238
CABOG, 239–240
EDENA, 238
Newbler, 239
SGA, 238–239
Oversampling, 982
Pairwise alignment algorithms, 971–974
pairwise global alignment algorithms, see Pairwise global alignment algorithms
pairwise local alignment algorithms, see Pairwise local alignment algorithms
Pairwise global alignment (PGA), 1005, 1006
ESPRIT, 1006
filtration, 1006
Needleman–Wunsch algorithm, 1005
based on dynamic programming (DP), 1005
genetic distances computation, 1005
sparse matrix representation, 1006
three steps, 1005
Pairwise global alignment algorithms, 972, 973
anchoring approach, 973
steps, 973
vs. dynamic programming approach, 973
dynamic programming approach, 972, 973
maximum-score path, 972, 973
Needleman–Wunsch algorithm, 972, 973
substitution matrix, matrix $M$ construction, 972
two step procedure, 972, 973
Pairwise local alignment algorithms, 973, 974
dynamic programming approach, 973
score calculation matrix equation, 973
time complexity, 973
vs. Needleman–Wunsch algorithm, 973
seeding approach, 973, 974
based on filtering notion, 974
characterization, 974
representation, 974
Pairwise methods of inference GRNs, 829–830
correlation metric construction (CMC), 829
distance matrix, 829
gene pairs by cross-correlation, 829
machine learning algorithm, GRNCOP, 829
prototype pairs, 829
regulation matrix, 829
relationships among genes, 829
Pairwise vs. many-to-one associations, 811
distribution and assumption, GRNs, 811
gene regulation, 811
many-to-one regulatory functions, 811
one-to-one regulatory functions, 811
Parallel hyperbolic sampling (PHS), 708
Particle swarm optimization (PSO), 675, 678
metaheuristic algorithms, 676
Particle swarm optimization functional link
artificial neural network (PSO-FLANN), 675
PathCase, 1038
Pathway ontology, 53
Pearson correlation, 572
Pearson distance, 528
Percent accepted mutations (PAMs), 972
Performance evaluation, 935–938
ABNER, 935
biological relation extraction process
evaluation results, 939
biological system, 935
F-score, equation, 938
performance judgement, 935
precision value (π), 937
extracted biological relations
correctness evaluation, 935
GENIA abstracts, 935
recall value (ρ), 937, 938
Perl script, 17
Permutation
in differential expression studies, 369–371
of DNA sequence, 123
fuzzy permutation, 677
QQ plots, 371
symmetry property, 779
p53 gene, 167
PHP database, 17
PHP scripts, 17
Phrase-level labeling, 949–950, 961, 962
CRF
annotations, 962
performance evaluation, 962
evaluation, 961, 962
event trigger phrase classification, 949
GENIA, 961
annotated development, 961
annotations, 962
corpus, 961
invalid event phrases considering context, 950
phrase-level classifier, 949
training data observations, 949, 950
result analysis, 962
selected event annotation, 949
valid event not labeled, 949
valid event phrases considering context, 949
Phylogenetic inference, 1053–1057, 1059–1060
computational inference, 1053
computational limits, 1064–1066
challenges, technical level, 1065
computer architectures, 1065
German Science Foundation (DFG), 1064
Γ model, 1065
likelihood function, 1065
major problem, 1064–1065
prolegomena, 1065
crunching many-taxon data sets, 1055
key problem, 1055
long run-time requirements, 1055
many-taxon/few-genes data sets, 1055
crunching phylogenomic data sets,
1053–1055
42 AMD Magny-Cours nodes, 1054
emerging issue, 1053
fine-grain approach, 1054
issue, 1055
low-latency interconnect network, 1054
Markov chain Monte Carlo (MCMC), 1054
maximum-likelihood inference, 1054
ML-based code, 1054
ML-based inference, 1054
ML-based phylogenetics, 1054
ML-based tree searches, 1054
randomized accelerated maximum
likelihood (RAxML), 1054
data avalanche, 1059–1060
data sets, 1060
experiments, 1064
PHLAWD, 1059
divide-and-conquer algorithm, 1059
reducing memory footprints, 1056–1057
algorithmic techniques, 1056
external memory algorithm, 1057
future phylogenomic data sets, 1057
large phylogenies computation, 1056
mesh-based approach, 1056
phylogenomic data sets, 1056
reducing used RAM, 1057
subtree equality vectors (SEVs), 1056–1057
Phylogenetic inference (Continued)
ribulose-biphosphate carboxylase large
(rbcL), 1059–1060
Amborella, sequence for, 1060
Viridiplantae, green plant, 1059
x86 vector intrinsics, 1055–1056
AVX intrinsics, 1055–1056
AVX vectorization, 1056
issue, 1055
Parsimonator, 1056
RAxML-Light, 1056
Phylogenetic likelihood function, 1056
Phylogenetic postanalysis, 1060–1064
alignment problem, 1063
bootstrap support, 1061
data set, 1061
distribution, 1061
hierarchical patterns, 1061
clades, 1062
data avalanche, 1060–1064
data sets, 1061, 1062
examination, 1062
flowering plants, 1064
“known” phylogeny, 1064
maximum-likelihood estimates, 1063
multigene angiosperm phylogeny, 1062, 1063
rbcL analyses
plot of new species, 1061
plot of support for, 1062, 1063
ribulose-biphosphate carboxylase large
(rbcL), 1060–1064
plot of species, rbcL data sets, 1060
trees, 1060–1063
unique sequence names, 1060
Phylogenetics, 1050
recent advances, 1050–1059
Phylogenetic trees, 1089–1090
large tree visualizations, 1090
iTOL, online tool, 1090
tree of life visualization, 1091
multiple-alignment output, 1089
tree maps, 1090
trees representation, 1090
linear dendrogram, 1091
traditional way, 1090
tree visualization, 1090
treevolution, 1090
visualization tools, 1090
Voronoi map, 1090
Phylogenomic alignments
under RAM restrictions, 1057
Phylogeny
divergence–time analysis, 1066
likelihood-based, 1055
molecular evolution and fossil information,
1058
multigene, 1051
angiosperm, 1061
multiple-sequence alignment, 1050, 1052
mutations, 653
PknotsRG, 697
PknotsRG methods, 692, 697
PMN, 1038
PNG files, 17
Poisson distribution, 64
Poisson responses, 506
3’ Polyadenylation, 5
Polynomial-time approximation algorithm, 652
Polynomial–time arc-traversal algorithm, 292
Polynomial–time sign propagation algorithm, 294
Polypeptides, 35, 162, 285
Position-specific scoring matrices (PSSMs), 311
Positive matrix factorization (PMF), 536
Positive predictive value (PPV), 698
Post-genomic era, clustering
experimental set-up
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