INDEX

**Numbers**

2D grids, 53–60
2D threads, 53–57
2D wave equation, stencil calculation, 400–401

**A**

access, shared memory, 208–211
accessMatrix.cu, 151–152
achieved occupancy, 100
active blocks, 89
active warps, 89
nvprof and, 100
algebra operations, cuSPARSE, 333
aligned coalesced memory access, 159
aligned memory access, 158–160
allocating memory, 146
shared memory, 206
ALU (arithmetic logic unit), 71–72
AoS (array of structures), 171–176
APIs (application program interfaces)
  driver API, 14–15
  runtime API, 14–15
APOD development cycle, 426–429
assessment stage, 427
deployment stage, 429
optimization stage, 428
parallelization stage, 427–428
applications
  compute-bound, 300
  I/O-bound, 300
  legacy, 311
  scaling, GPU clusters, 409–421
architecture
  compute capability, 77–78
heterogeneous
  device code, 9
  hardware accelerator, 10
  host code, 9
parallel computing and, 2
arithmetic logic unit (ALU), 71–72
arrays
  summation, 28–29
values, exchange across warps, 261–262
assessment stage (APOD development cycle), 427
asynchronous behavior of functions, 268
asynchronous control functions, OpenACC, 381–382
asynchronous streams, 275
atomic floating-point values, 320–321
atomic instructions, 304–306, 315–321
  built-in, 317–318
  performance, 318–321
axpyi function, 333

**B**

bandwidth, 7, 10
effective, 179
global memory access, 239
latency hiding and, 91
matrix transpose, 180–194
diagonal transpose, 189–192
lower bound, 181–185
naive transpose, 185–187
thin blocks and, 193–194
unroll transpose, 187–189
upper bound, 181–185
memory bandwidth, 179–180
nvprof, 440
performance, 176–179
theoretical, 179–180
BLAS (Basic Linear Algebra Subprograms), 341.
    See also cuBLAS library
block partitioning, 5
blockIdx, 31
blocking stream, 275–276
blocks. See also thread blocks
branch divergence
    interleaved pairs and, 112–114
    loop unrolling and, 115–120
    parallel reduction, 106–111
    template functions and, 120–122
warp and, 117–118
branch efficiency, 86
breadth-first scheduling, overlapping kernels and, 293–294
BSR (block compressed sparse row), 337
BSRX (Extended BSR), 337
built-in atomic instructions, 317–318
butterfly exchange, warps, 260

C programs, porting to CUDA, 462–463
crypt, 463–475
cache memory, 142
    GPU versus CPU, 213
    program-managed cache, shared memory, 205
cacheConfig argument, 213
cached memory load, 161–163
    read-only cache, 168–169
callback functions, stream callbacks, 295–297
CAS (compare-and-swap) operator, 315–316
checkDeviceInfor.cu, 61–62
checkGlobalVariable( ) function, 143
checking memory, nvprof, 100–101
checkInnerArray( ) function, 183
checkInnerStruct( ) function, 179
checkResult( ) function, 39
checkThreadIndex.cu, 51–53
child grid, 123–124
child thread, 123–124
child thread block, 123–124
clauses, loop directive, 372–374
clusters, 7
coalesced memory access, 158–160, 239–240
    baseline transpose kernel, 240–241
    parallelism, 249
shared memory
    matrix transpose, 241–249
    matrix transpose and, 241–249
course-grain concurrency, 269
column-major order
    rectangular shared memory, 226–227
    square shared memory, 218–220
    reading, 220–221
compiler directives, OpenACC, 366
compiling
    flags, instruction generation, 312–313
    separate, 433
    whole-program, 433
compute capability, 11
    architecture specifications, 77–78
    resource limits, 89
compute directives, OpenACC
    kernels, 367–370
    loop, 372–374
    parallel, 370–371
computer architecture, 2
    bandwidth, 7
    clusters, 7
    gfflops, 7
    latex, 7
    many-core, 7
MIMD (Multiple Instruction Multiple Data), 6
MISD (Multiple Instruction Single Data), 6
multicore, 7
SIMD (Single Instruction Multiple Data), 6
SIMT (Single Instruction, Multiple Thread), 8
SISD (Single Instruction Single Data), 6
throughput, 7
counter-bound applications, 300
concurrency
coarse-grain, 269
concurrency-limiting resources, GPUs, 284–286
grid level, 267
kernel level, 267
non-NULL streams, 279–281
configuration
events, synchronous streams, 278
execution configuration, 36
shared memory access mode, 212
shared memory amount, 212–213
constant memory, 137, 140–141, 250
further reading, 490–491
read-only cache, global memory access and, 253–255
stencils, implementing, 250–253
COO sparse matrix, 337
COO (coordinate) sparse matrix, 334
core, 3
CPU (central processing unit), 3
versus GPU, 8
host code, 25
timer, kernels, 44–47
CPU thread versus GPU thread, 12
cpuSecond function, 44
crypt
assessing, 463–464
deploying, 472
multi-GPU, 473
OpenMP-CUDA, 473–475
optimizing, 465–472
parallelizing, 464–465
CSC (compressed sparse column), 337
CSR (compressed sparse row) format, 334–337
cuBLAS library, 341–342
data management, 342–343
development, 345–346
example, 343–345
versus MLK BLAS, 362–363
CUDA C
ANSI C and, 14
kernels, 15
programming difficulty, 20–21
CUDA cores, 71–72
SMs, 71–72
CUDA Occupancy Calculator, 95
CUDA Toolkit, CUDA Occupancy Calculator, 95
cudaDeviceCanAccessPeer() function, 391
cudaDeviceEnablePeerAccess() function, 392
cudaDeviceGetSharedMemConfig() function, 212
cudaDeviceGetStreamMemConfig() function, 273
cudaDeviceProp, 61, 94
cudaDeviceProp structure, 61
cudaDeviceReset() function, 19
cudaDeviceSetCacheConfig() function, 212
cudaDeviceSynchronize, 97
cudaDeviceSynchronize() function, 37, 44, 276
cudaErrorInvalidDevicePointer.cudaFree(
) function, 146
cudaErrorMemoryAllocation, 146
cudaEventCreateWithFlags() function, 278
cudaEventQuery() function, 274
cudaEventRecord() function, 274
cudaEventSynchronize() function, 274
cudaFree() function, 26, 146
cudaFreeHost() function, 150, 155
cudaFuncSetCacheConfig() function, 140, 213
cuda-gdb, kernel debugging and, 448–449
cudaGetDeviceCount() function, 389
cudaGetDeviceProperties, 94
cudaGetDeviceProperties() function, 61, 94
cudaGetLastError() function, 27, 438
cudaGetLastError() function, 437
cudaGetSymbolAddress() function, 145
cudaHostAlloc() function, 155, 156
cudaHostGetDevicePointer() function, 156
cudaMalloc function, 26–27, 29
cudaMallocHost() function, 149, 155–156
cudaMallocManaged() function, 163
cudaMemcpy() function, 146
cudaMemcpy function, 27, 30, 145
cudaMemcpyDeviceToHost() function, 147
cudaMemcpyHostToDevice, 147
cudaMemcpyToSymbol() function, 141, 250
cudaMemset() function, 26

cudaPeekLastError( ) function, 438

cudaSetDevice( ) function, 390

cudaStreamAddCallback( ) function, 296

cudaStreamCreate( ) function, 269–270

cudaStreamCreateWithFlags( ) function, 276

cudaStreamCreateWithPriority( ) function, 273

cudaStreamDestroy( ) function, 270

cudaStreamWaitEvent( ) function, 278

CUDA_VISIBLE_DEVICES variable, 206

cuFFT library, 346–349

cuFFT API, 347–348

equivalent, 348–349

versus FFTW, 363–364

versus MKL, 363–364

cufft.cu, 348

cufftXtMalloc( ) function, 360

cufftXtMemcpy( ) function, 360

cuRAND library

APIs, 351–354

development, 357–358

equivalent, 354–357

pseudo-random numbers, 349–350

quasi-random numbers, 349–350

curandCreateGenerator( ) function, 351

curandSetPseudoRandomGeneratorSeed( ) function, 352

curandSetQuasiRandomGeneratorDimensions ( ) function, 353

cuSPARSE library, 332–341

algorithms, 333

data storage formats, 333–337

BSR (block compressed sparse row), 337

BSRX (Extended BSR), 337

COO sparse matrix, 334, 337

CSC (compressed sparse column), 337

CSR (compressed sparse row), 337

CSR (compressed sparse row) format, 334–336

dense matrix, 334, 337

ELL (Ellpack-Itpack), 337

HYB (hybrid), 337

development, 340

formatting conversion, 337–338

versus MKL (Math Kernel Library), 361–362

cusparse.cu, 338–339

CWD (CUDA Work Distributor), 293

cyclic partitioning, 5, 428

data dependency, 3

data directive, 375–379

data directives, OpenACC, data, 375–379

data parallelism, 4

data partitions, 5

data race, 304–305

data sharing, warps, 258–262

data storage, cuSPARSE library, 333–337

BSR (block compressed sparse row), 337

BSRX (Extended BSR), 337

COO sparse matrix, 334, 337

CSC (compressed sparse column), 337

CSR (compressed sparse row), 337

CSR (compressed sparse row) format, 334–336

dense matrix, 334, 337

ELL (Ellpack-Itpack), 337

HYB (hybrid), 337

data transfer
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