## Index

- **2-factor interaction effect**, see interaction effect
- **2-level design**, see two-level design
- **3-level design**, see three-level design
- **A-optimality**, 229
- active factor/interaction, 26
- adjusted standard error, see Kenward-Roger adjusted standard error algorithm, see coordinate-exchange algorithm, 45
- alias matrix, 9, 30–33
- alias minimization, 44
- aliasing, 20, 29, 31
- average prediction variance, 88
- balanced design, 1, 4, 6–8
- best linear unbiased prediction, 266–267
- bias, 9, 18, 29, 31–32, 45
- binary response, 192
- blending property, 126
- block effect, 91, 145, 152
  - fixed, see fixed block effect
  - random, see random block effect
- block variance, 150
- blocking, 132, 135, 161, 163, 185, 240, 274
- blocking factor, 136, 165, 211
- blocking versus split-planning, 240
- **BLUP**, see best linear unbiased prediction
- **Box–Behnken design**, 72, 185
- categorical factor, 24, 69, 83, 201
- categorical response, 192
- categorized-components mixture experiment, 133
- causation, 113–114, 116
- center point, 223, 225–226
- central composite design, 72, 97, 136–137, 158, 185
- coding, 15, 19, 24, 140
  - effects-type, 24, 85
- factor levels, 15, 199
- collinearity, 29, 83, 85, 118, 124, 182
- column factor effect, 261
- completely randomized design, 219–220, 222, 240, 254–256
- composite optimality criteria, 93
- compound optimality criteria, 93
- concomitant variable, see covariate factor
- confidence band, 16, 107
- confirmatory experiment, 11
- confounding, 31
- constant, 21
- constant variance, 4, 8
- constrained design region, 92, 101

constraint, see inequality constraint, equality constraint, or non-linear constraint
continuous factor, 24, 69
contour plot, 108, 202
control-by-noise interaction effect, 249, 275
coordinate-exchange algorithm, 35–38, 44, 111, 130, 132, 215, 251, 273
correlated factor-effect estimates, 19, 34, 105, 263
correlated responses, 91, 217, 223, 235, 240, 243, 258, 269
cost, 1, 6–7, 216–217, 254, 257
covariance matrix of responses within a block, 153
covariate factor, 187, 190, 206–207, 216
Cox-effect direction, 131–132
criss-cross design, 258, 267
cubic effect, 95, 102, 108, 125
cuboidal design region, 92
curvature, 69, 83, 95, 124, 136, 224
D-efficiency, 77, 86–87, 226
D-optimal block design, 158, 160, 184
D-optimal design, 33–34, 73, 141
D-optimal split-plot design, 250
D-optimality criterion, 34–35, 69, 210
defining relation, 171
design matrix, 35
design point, 35
design region, 91, 127
desirability, 147–148, 161
drift, 187, 190
$D_\gamma$- or $D_\beta$-optimal design, 210, 212–213
dummy variable, 83, 200–201
easy-to-change factors, 221–222, 230, 240, 242
effects-type coding, 24, 85, 183, 200
efficiency, 4, 6
efficiency factor, 143, 159, 184, 214
equal variance, 4
equality constraint, 123
error variance, 21
experimental region, 91, 127
factor scaling, 24, 122
factorial approach, 116
factorial design, 34, 44, 97, 171, 224, 256
feasible factor-level combinations, 101
feasible generalized least squares estimator, 156, 243
first-order effect, 21
first-order Scheffé model, 125, 128
fixed block analysis, 177, 179
fixed block effect, 153, 163, 177, 180, 185
fixed versus random block effects, 163, 178, 180–181, 185
Fraction of Design Space plot, 69, 77–78, 87, 92–93, 231
fractional factorial design, 34, 44, 117–118, 165–166, 171
full cubic model, 95, 102, 108
full quadratic model, 82
G-optimal design, 90, 92
generalized least squares estimation, 135, 145, 149, 154, 185, 219, 223, 235, 238, 243–244, 253, 258, 270
global optimum, 36
GLS, see generalized least squares estimation
heredity, 43
heterogeneous experimental conditions, 91
hierarchy, 43
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I-efficiency, 77, 90
I-optimal design, 69, 73, 90, 92–93, 226, 230
I-optimal split-plot design, 250
independent errors, 90
independent observations, 91
inequality constraint, 95, 100, 111
infeasible factor level combinations, 95
information matrix, 26
ingredient, 113, 123, 133
interaction effect, 9, 15, 17, 22–23, 31, 43, 45, 72, 106, 108, 207, 230, 262
intercept, 21, 123, 182, 228
IV-optimal design, see I-optimal design
Kenward–Roger adjusted standard errors, 157, 243
Kenward–Roger degrees of freedom, 179, 243, 273
lack-of-fit test, 105, 109–110
lattice design, 128
linear dependence, 113, 124
linear effect, see main effect
local optimum, 36
lurking variable, 116, 122, 133
main effect, 15, 21, 43
main-effects model, 21–22, 206
main-effects-plus-two-factor-interactions model, 22–23
mean squared error, 20, 25, 151–152
mixed model, 135, 153, 219
mixture constraint, 123
mixture design, 127–129
mixture experiment, 113, 117, 125, 132, 161
mixture-amount experiment, 127, 132
mixture-of-mixtures experiment, 133
mixture-process variable experiment, 114, 125, 132–133, 248
mixture-process variable model, 126–127
model matrix, 21–23
moments matrix, 89, 92
MSE, see mean squared error
multi-collinearity, see collinearity
multi-factor mixture experiment, 133
multistratum design, 254, 275
nonconstant variance, 7
nonlinear constraint, 112
nonorthogonal design, 34
nonregular design, 44
number of whole plots, 249
observational study, 113, 133
OFAT, see one-factor-at-a-time experimentation
OLS estimation, see ordinary least squares estimation
one-factor-at-a-time experimentation, 116–117, 221, 276
optimal design, 33–34
optimal run order, 212
optimal two-way split-plot design, 273
optimality criteria, 92
for split-plot data, 236
ordinary versus generalized least squares for split-plot data, 237
orthogonal blocking, 137, 141, 158, 165, 184–185
orthogonal design, 9, 12, 19, 26, 29, 33–34, 40, 45, 86, 262
orthogonal versus optimal blocking, 160–161, 172, 184
orthogonality and covariates, 211
p value, 27, 201
Pareto principle, 10, 41
Plackett–Burman design, 12, 17–18, 44
point-exchange algorithm, 45
power, 28, 152
prediction, 16, 73, 204
prediction interval, 107, 203–204
prediction variance, 1, 88, 92, 231
process variable, see mixture-process variable experiment
prototype, 248
prototype experiment, 253
pseudocomponent, 122, 129–130
pure error, 109–110
quadratic effect, 43, 69, 82, 84, 93, 95, 108, 224, 246
random block analysis, 178–179
random block effect, 135, 150, 153, 163, 178, 180, 185, 219
random design, 165
random error, 21
random intercept, 153
random run order, 91
random versus fixed block effects, see fixed versus random block effects
random versus systematic run order, 215
randomization, 215, 219, 222
region of interest, 91
regular design, 44
relative D-efficiency, see D-efficiency
relative I-efficiency, see I-efficiency
relative prediction variance, 77, 88
relative variance of factor-effect estimate, 25, 76, 93
REML, see restricted maximum likelihood estimation
replication, 103, 105, 109
residual error, 149, 152
residual error variance, 149
residual maximum likelihood estimation, see restricted maximum likelihood estimation
residual sum of squares, 109
response surface design, 69, 137
response surface model, 145
restricted maximum likelihood estimation, 145, 150, 156, 161, 185, 242, 273
robust process, 70, 72
robust product experiment, 248, 254, 275
root mean squared error, 20, 45
row × column interaction effects, 261
row factor effect, 261
run order, 212
sample variance, 150
scaling, see factor scaling
Scheffé model, 125, 128–129
screening experiment, 9, 21, 44, 69
screening for main effects and quadratic effects, 44
second-order effect, 22
second-order Scheffé model, 125, 129
serial correlation, 217
significance level, 27
significance test, 26–28, 157, 201
simplex, 127
singular design, 35
sparsity-of-effects principle, 10, 41
special-cubic Scheffé model, 125, 129
spherical design region, 92
split-lot design, 274
split-plot model, 242
split-plotting versus blocking, 240
split-split-plot design, 254, 275
standard error, 19, 25, 157
strip-block design, 254, 258, 267
strip-plot design, 254–255, 258, 267, 276
sub-plot, 240–241
sub-plot effects, 242
sub-plot factor, 241–242
supersaturated design, 44
synergistic
interaction effect, 43
systematic run order, 91, 215
t statistic, 27
ternary plot, 119–120
third-order effect, 108
third-order model, 102
three-level design, 83, 93
time as a covariate, 212
time trend, 211
linear, 212
time-trend effect, 190, 212, 216
tolerance, 189, 203
trend-free run order, see trend-robust run order
trend-resistant run order, see trend-robust run order
trend-robust run order, 212–213, 216
trend-robustness, 214
two-level design, 21
two-level factorial design, 117
two-stage experiment, 248
two-way split-plot design, 91, 254–255, 258, 267, 275–276
unbalanced design, 4–5
uncontrollable input, 165, 187, 206
unequal variances, 7
unexplained variation, 109
V, see variance–covariance matrix of responses
V-optimal design, see I-optimal design
variance component, 267
Variance Dispersion graph, 92
variance inflation, 34, 45, 105, 184, 211, 214
variance inflation factor, 29, 143, 160, 167, 184, 214
variance ratio, 5, 158, 251, 273
variance–covariance matrix of factor-effect estimates, 24–25, 183, 209
variance–covariance matrix of responses, 155, 243, 258, 270, 272
VIF, see variance inflation factor
whole plot, 240–241
whole-plot effects, 242, 249
whole-plot error variance, 249, 253
whole-plot factor, 241–242
whole-plot-by-sub-plot interaction effect, 242, 244, 249
within-block correlation coefficient, 153