Index

A

access controls
object storage, 4
scopes, 414–415
account IAM assignments, viewing, 406–408
AI (artificial intelligence), 31
alerts
billing accounts, 53–54
metrics, 427–437
ALTER TABLE SQL command, 289
API (application programming interface), 8
Apigee platform, 30
enabling, 56–58, 60
Kubernetes Engine, 149
services dashboard, 56–57
Stackdriver Monitoring, 437–438
Apigee API platform, 30
App Engine, 4, 20, 31
Admin and Editor identities, 407
applications
component hierarchy, 211
structure, 77–78
deploying apps, Cloud Shell, 211–215
Docker containers, 20
flexible environment, 79–81
Python library, 212
review question answers, 481–483
roles, 48
scaling, 215–217
services
microservices, 210
versions, 213–215
standard environment, 78–79
use cases, 81
versions, traffic, 217–218
archival storage, 243
audit logs, Stackdriver, 417–418
autoscalers, 3, 191
VM instance groups, 137

B

backups
Cloud Console, automatic, 282
Datastore databases, 284–285
MySQL, 279–282
BigQuery databases
billing data, 54–55
configuration, 260–261
export files, 321
importing/exporting data, 320–324
jobs, viewing status, 286–288
metrics, 426
Pricing Calculator, 287–288
queries, cost estimate, 285–286
relational storage data model, 254–255
tables, 320–321
Bigtable, 265–267, 295
cbt commands, 296–298
data import/export, 327–329
instances, creating, 295
JAR files, 327–328
metrics, 426
billing
accounts, 51–52, 60
alerts, 53–54
budgets, 53–54
exporting data, 54–56
Google Cloud Console, VMs and, 93–94
roles, 52–53
review question answers, 468–470
block storage, 5
Bonér, Jonas, 6
buckets
   moving objects between, 303
   regional, 311
   storage class, 302
budgets, billing accounts, 53–54
BYOL (bring your own license), 387

C

   caches, 5–7, 243
      Memorystore, 243–245
      Redis cache service, 243
      volatility, 6
   cbt commands, 296–298
   CIDR blocks, expanding, 375
   Cloud Bigtable, 24
   Cloud CDN, 27
   cloud computing versus data center computing, 8–10
   Cloud Console, 45–46
      backups, automatic, 282
      Cloud DNS, managed zones, 362–366
      Cloud Functions, 229–232
      Cloud Storage, moving and loading data, 310–314
      Computer Storage Admin, 124–125
      Delete command, 130
      Deprecate command, 130
      firewalls, rules, 348–351
      image repository, 199–201
      Instance Groups Template page, 135
      instances, creating, 345
   Kubernetes Engine
      cluster deployment, 149–153
      cluster status, 176–177
      clusters, 190–191
      node pool, 190–191
      pods, 192–195
      services, 196–198
      load balancers, 368–374
   logging, entries list, 441–442
   Navigation menu, 177
      pinning services, 178
   projects, VMs, 71–72
   VM instances
      deleting, 118–121
      images, 126–130
      inventory, 121–122
      restarting, 120–121
      snapshots, 124–126
      starting, 118–121
      state, changing, 119
      stopping, 118–121
   VPCs (virtual private clouds)
      creating, 338–341
      subnets, 340
   VPNs, 351–354
   Cloud Dataproc
      clusters
         creating, 298–299
         listing, 300
         data import/export, 329
         jobs, 300–301
   Cloud Datastore, 25
      data, importing/exporting, 319–320
   Cloud Debug, 448–451
   Cloud Deployment Manager, 392–393
   Cloud DNS, managed zones
      Cloud Console, 362–366
gcloud, 366–367
   Cloud Firestore, 23, 25–26, 264–265
   Cloud Function, 4, 20–21, 31, 226
      Cloud Storage and, 229–232
gcloud commands, 231–232
   events, 227
      Pub/Sub, 233–234
   execution environment, 84–85
   functions, 227
   metrics, 426
   runtime environments, 227–228
   triggers, 227
   use cases, 85
Cloud Functions, review question answers, 483–485
Cloud Inference API, 8
Cloud Interconnect, 27–28
Cloud Launcher
  browsing, 384–390
data sets, 386
developer tools, 388
operating systems, 387
review question answers, 496–498
solutions, 384–390
  deploying, 390–394
WordPress, 388–390
Cloud Load Balancing, 27
Cloud Memorystore, 25
Cloud Natural Language, 8
Cloud Routers, 341
Cloud SDK, 29
  installation, 156–157
Kubernetes Engine
  adding nodes, 191
  cluster deployment, 153–154
  cluster status, 184–189
  modifying nodes, 191
  pods, 195–196
  removing nodes, 191
  services, 198–199
cloud services
  compute resources, 2
  managed clusters, 3
  serverless computing, 4
  VM (Virtual Machines), 3
networking, 2, 7
specialized services, 2, 8, 10
storage, 2
  block storage, 5
caches, 5–7
file storage, 5
object storage, 4
Cloud Shell
  App Engine, application deployment, 211–215
Cloud Spanner, 24
  configuration, 259–260
data import/export, 325–327
  instances, 325–326
  creating, 288–292
  relational storage data model, 254–255
Cloud SQL, 24, 276
  configuration, 255–258
databases
  exporting, 315–319
  importing, 315–319
MySQL
  backups, 279–282
  connecting to instances, 276–278
  database creation, 278–279
  instance creation, 276–278
  loading data, 278–279
  queries, 278–279
  relational storage data model, 254–255
Cloud Storage, 4, 21–22
  billing data, 54–55
  buckets, 229, 248
    database export/import, 316–317
    Datastore databases, 284–285
    moving objects between, 303
    regional, 311
Cloud Functions and, 229–232
gcloud commands, 231–232
configuration, 250–253
data
  loading, 310–314
  moving to, 310–314
object storage data model, 254
objects
lifecycles, 249–250, 251–253
versioning, 249–250
regions, 22
relational storage data model, 254–255
zones, 22
Cloud Storage for Firebase, 23
Cloud Storage Fuse, 247–248
Cloud Trace, 446–448
Cloud Vision, 8
c Cloud_stor e
Cloud Vision, 8
cloud_storage_function_test
clusters
Cloud Dataproc, 298–299, 300
Kubernetes Engine, 146–147
add-ons, 179–180
adding, 190–191
Cloud SDK, 184–189
Cloud Shell, 184–189
configuration, 178–179
deploying, 149–154
modifying, 190–191
nodes, 147, 180–181, 182
permissions, 179–180
pod status, 183–184
pods, 192–195
removing, 190–191
status, 176–177
storage information, 181–182
managed clusters, 3
CNAME records, 364, 366
coldline storage, 248–249
commands
cbt, 296–298
gcloud, 105–106, 176, 185
gcloud app deploy, 212–213
gcloud components install, 211–212
gcloud compute instances
set-service-account, 415
gcloud container, 189
gcloud container cluster, 184
gcloud container clusters, 203
gcloud container clusters
describe, 185–186
gcloud container clusters resize, 191, 203
gcloud container clusters update, 191
gcloud container images, 202
gcloud container images describe, 203
gcloud container images list, 202, 203
gcloud pubsbutopics create, 330
gcloud sql backups, 281
gcloud sql connect, 277
get-credentials, 187
gsutil acl ch, 319
gsutil rewrite, 302
kubectl, 186, 195
kubectl autoscale deployment, 203
kubectl delete service, 199, 203
kubectl describe nodes, 187
kubectl describe pods, 188–189
kubectl expose deployment, 203
kubectl get deployments, 195, 203
kubectl get nodes, 187
kubectl get pods, 187
kubectl get services, 198
kubectl run, 199, 203
kubectl scale deployment, 197, 203
MySQL
CREATE DATABASE, 278
CREATE TABLE, 278
SELECT, 278
SQL
ALTER TABLE, 289
CREATE INDEX, 289
CREATE TABLE, 289
DROP INDEX, 289
DROP TABLE, 289
Compute Engine
Create Instance form, 344–345
deployment, custom networks, 344–346
hypervisor, 17
compute resources – data center computing

KVM (Kernel Virtual Machine), 17
metrics, 426
VMs (virtual machines)
creating, 69–70, 94
custom, 76–77
images, 68–71
preemptible, 74–75
privileges, 73–74
projects, 71–72
regions, 72–73
review question answers, 472–475
use cases, 77
zones, 72–73
compute resources, 2
managed clusters, 3
serverless computing, 4
VM (Virtual Machines), 3
computing components
categories, 16
computing resources
App Engine, 20
Cloud Functions, 20–21
calculate engine, 17–19
IaaS (Infrastructure as a Service), 17
Kubernetes Engine, 17, 19–20
PaaS (Platform as a Service), 17
containers
images, 199–200
managed clusters, 3
physical servers, 19
pods (Kubernetes), 149
cost estimating, review question answers, 500–502
CREATE DATABASE SQL command, 278
CREATE INDEX SQL command, 289
CREATE TABLE SQL command, 278, 289
custom roles, 48
databases, 23–26
Cloud Bigtable, 24
Cloud Datastore, 25
Cloud Firestore, 25–26
Cloud Memorystore, 25
Cloud Spanner, 24
Cloud SQL, 24
development tools, 28–29
IAM (Identity Asset Management), 28
networking services
Cloud Armor, 27
Cloud CDN, 27
Cloud Interconnect, 27–28
Cloud Load Balancing, 27
VPC (virtual private cloud), 26
storage resources
Cloud Firestore, 23
Cloud Storage, 21–22
Cloud Storage for Firebase, 23
persistent disks, 22–23
cost estimating, review question answers, 500–502
CREATE DATABASE SQL command, 278
CREATE INDEX SQL command, 289
CREATE TABLE SQL command, 278, 289
custom roles, 48
dashboards
API services, 56–57
Stackdriver Workspaces, 59
data
Cloud Datastore, importing/exporting, 319–320
Cloud Storage, 310–314
data analytics, 30
data center computing, versus cloud computing, 8–10
data models, storage
  object storage model, 254
  relational storage model, 254–255
data retrieval, latency, 5–6
databases, 23–26
  BigQuery, importing/exporting data, 320–324
  Cloud Bigtable, 24
  Cloud Datastore, 25
  Cloud Firestore, 25–26
  Cloud Memorystore, 25
  Cloud Spanner, 24, 288–292
  Cloud SQL, 24
    exporting, 315–319
    importing, 315–319
  Datastore
    adding data, 283–284
    backups, 284–285
  multiple, 268
MySQL
  creating, 278–279
  loading data, 278–279
  queries, 278–279
NoSQL, 32
  queries, response time, 6–7
  types, 32
Datastore, 261–264
  databases
    adding data, 283–284
    backups, 284–285
  Entities data structure, 283–284
    queries, 284
DDoS (distributed denial-of-service), 27
decoupling services, 331
deployable services, 398
deployment
  Kubernetes clusters
    Cloud Console, 149–153
    Cloud SDK, 153–154
    Cloud Shell, 153–154
  pods (Kubernetes), 148
  replicas, 191
Deployment Manager
  application deployment, 394–398
  configuration files, 394–397
review question answers,
  496–498
template files, 397–398
templates, launching, 398
development tools, 28–29, 32
  App Engine Gradle Plugin, 29
  App Engine Maven Plugin, 29
  Cloud Launcher, 388
  Cloud Tools for Eclipse, 29
  Cloud Tools for IntelliJ, 29
  Cloud Tools for PowerShell, 29
  Cloud Tools for Visual Studio, 29
diagnostics
  Cloud Debug, 448–451
  Cloud Trace, 446–448
  GCP (Google Cloud Platform), status,
    451–453
disk storage, persistent, 243, 245
DNS (Domain Name System), 362
  review question answers,
    494–496
  DNSSEC (DNS security), 364
Docker containers, 20
documents, searchable, 228
DROP INDEX SQL command, 289
DROP TABLE SQL command, 289

E
elastic resource allocation, 9
environments, runtime, Cloud Functions,
  227–228
events
  Cloud Functions, 227
    Pub/Sub, 233–234
  Firebase, 227
exporting billing data, 54–56
external load balancers, 368

F
file storage, 5, 32
Firebase, events, 227
firewalls
  Cloud Console, 348–350
gcloud, 350–351
  VPCs, rules, components, 347–348
folders, 40, 42–43
gcloud sq1 connect command, 277
GCP (Google Cloud Platform)
  computing components
categories, 16
  computing resources, 17–21
  review question answers, 464–465
specialized services, 8
  status, viewing, 451–453
GCP network, internal, 7
georedundant data, 248
get-credentials command, 187
GGP (Google Cloud Platform), 2
GKE (Kubernetes Engine), 10. See
  Kubernetes Engine
global load balancers, 368
Google Cloud Console, 92
  Project form, 93
VMs (virtual machines)
  billing accounts, 93–94
  configuration, 94
  creating, 94
  Management tab, 98–103
Google Cloud SDK, installation, 103
  Linux, 104
  Mac OS, 104
  Ubuntu Linux, 104–105
  Windows, 104
Google-managed service accounts, 50
GPUs (graphic processing unit), VM
  instances, 122–124
gsutil acl ch command, 319
  gsutil rewrite command, 302
guest operating systems, 17

H
HDD (hard disk drive), 6, 22
  persistent disks, 245
hypervisor
  Compute Engine, 17
  guest operating systems, 17
  operating systems, 17
  VM instances, 18
I

IaaS (Infrastructure as a Service), 17
IAM (Identity and Access Management), 28
account assignments, viewing, 406–408
Billing Account Creator role, 41
Organization Administrator role, 41
permissions, 49
Project Creator role, 41
roles, 124–125
assigning, 408–411
custom, 411–414
service accounts listing, 51
IDaaS (identity as a service), Cloud
Identity, 41
identity
Organization Administrator IAM role, 41
roles, granting, 49
image repository
Cloud Console, 199–201
Cloud SDK, 202
Cloud Shell, 202
images
reformatting, 74–75
VM instances, 126–130
instance groups (VMs), 118
autoscaling, 137
creating, 134–137
load balancing, 137
regional managed groups, 135
removing, 134–137
templates, 134–137
zonal managed groups, 135
instances
Bigtable, creating, 295
Cloud Spanner, 325–326
creating, 288–292
MySQL
connecting to, 276–278
creating, 276–278
VMs (virtual machines)
Cloud Shell, 130–134
deleting, 118–121
GPUs, 122–124
images, 126–130
inventory, 121–122
restarting, 120–121
service account assignment, 416–417
snapshots, 124–126
starting, 118–121
state, changing, 119
stopping, 118–121
Integrity Monitoring, 99
internal GCP network, 7
IOPS (input output operations per second), 245
IP addresses
CIDR blocks, expanding, 375
reserving, 375–377
review question answers, 494–496

J

JAR files, Bigtable, 327–328
jobs, Kubernetes Engine, 149

K

kubectl autoscale deployment
command, 203
kubectl commands, 186, 195
kubectl delete service command, 199, 203
kubectl describe nodes command, 187
kubectl describe pods command, 188–189
kubectl expose deployment command, 203
kubectl get deployments command, 195, 203
kubectl get nodes command, 187
kubectl get pods command, 187
kubectl get services command, 198
kubectl run command, 199, 203
kubectl scale deployment command,
197, 203
tulesets, 147
Kubernetes Engine, 17, 19–20, 31, 81–82
KVM (Kernel Virtual Machine) – load balancing

API (Application Programming Interface), 147
  enabling, 149
Cloud Console
  clusters, 190–191
  node pool, 190–191
  pods, 192–195
Cloud SDK
  adding nodes, 191
  clusters, 184–189
  modifying nodes, 191
  removing nodes, 191
Cloud Shell, clusters, 184–189
  clusters, 3, 82–83, 146–147
    add-ons, 179–180
    adding, 190–191
Cloud SDK, 184–189
Cloud Shell, 184–189
  configuration, 178–179
  deploying, 149–154
  modifying, 190–191
  nodes, 147, 180–181, 182
  permissions, 179–180
  pod status, 183–184
  removing, 190–191
  status, 176–177
  storage information, 181–182
command-line tool, 156–157
commands, 153–154
container orchestration, 146
containers, 146
controllers, 147
credentials, 150
deployment, 83
eviction policies, 83
functionality, 82
high availability, 83
objects
  deployment, 148
  jobs, 149
  pods, 147–148
  ReplicaSet, 148
  services, 148
  StatefulSets, 148
pinning in Cloud Console, 178
  pods, 83
    Cloud Console, 192–195
    deploying, 154–157
  replicas, 83
  review question answers, 477–479
    cluster management, 479–481
  schedulers, 147
  services, 148
    Cloud Console, 196–198
    Cloud SDK, 198–199
    Cloud Shell, 198–199
Stackdriver
  condition types, 164
  conditions, 161–162, 166
  detail page, 161
  enabling, 157
  instances, 159–160
  notifications, 166–167
  policies, 165–166
  results, 168
  setup, 158–159
  thresholds, 162–163
  workspace, 158
use cases, 84
workloads, 152–153
KVM (Kernel Virtual Machine), 17

L

LAMP stack, 385
latency, 5–6
  measurements, 242–243
  storage solutions and, 269
Linux, Google Cloud SDK installation, 104
load balancing, 32
  characteristics, 367–368
  Cloud Console, 368–374
  external, 367, 368
gcloud and, 374
global, 367, 368
  high availability, 368
  internal, 367
regional, 367, 368
review question answers, 494–496
traffic, 368
traffic type, 367
VM instance groups, 137
logging
review question answers, 500–502
Stackdriver
  filtering logs, 441–444
  log sinks, 438–441
  messages, 444–445
  viewing logs, 441–444
CREATE DATABASE, 278
CREATE TABLE, 278
SELECT, 278
databases
  creating, 278–279
  loading data, 278–279
  queries, 278–279
instances
  backups, 279–282
  connecting to, 276–278
  creating, 276–278
  Second Generation Instances, 276–277

M
Mac OS, Google Cloud SDK installation, 104
machine learning, 31
Machine Learning Services, 2
managed clusters, 3
management tools, 32
  Debugger, 30
  Error Reporting, 29
  Logging, 29
  Monitoring, 29
  Profiler, 30
  Stackdriver, 29
  Trace, 30
Memorystore, 243–245
metrics
  alerts and, 427–437
  BigQuery, 426
  Bigtable, 426
  Cloud Function, 426
  Compute Engine, 426
  CPU utilization, 433
  custom, 437–438
  Stackdriver, 426
microseconds, 242
microservices, 210
milliseconds, 242
MySQL, 255–258
  backups, 279–282
  commands
N
nanoseconds, 242
nearline storage, 248–249
networking, 2, 7
networking services
  Cloud Armor, 27
  Cloud CDN, 27
  Cloud Interconnect, 27–28
  Cloud Loud Balancing, 27
  VPC (virtual private cloud), 26
NFS (Network File Storage), 5
nodes
  kubectl, 147
  Kubernetes clusters, 147
  Cloud SDK, 191
NoSQL databases, 32
  Bigtable, 265–267
  Cloud Firestore, 264–265
  Datastore, 261–264
NS (name server), 364
NVIDIA, 385
O
object storage, 4, 32, 243
data model, 254–255
lifecycle, 249–250, 251–253
versioning, 249–250
objects, Kubernetes Engine
   deployment, 148
   jobs, 149
   pods, 147–148
   ReplicaSet, 148
   services, 148
   StatefulSets, 148
OCR (optical character recognition), 228
on-premise environment, 10
operating systems, Cloud Launcher, 387
organization, 40, 60
   Cloud Identity, 41
   G Suite, domains, 41
Organization Administrator IAM role, 41
Organization Policy Service, 43–44
   policies, evaluation, 44–45
   resources, constraints, 44
owning resources, 8–9

P

PaaS (Platform as a Service), 17
pay-as-you-go-for-what-you-use model, 9
peak capacity planning, 137
peering, 7
permissions. See also privileges
   account IAM assignments, 406–408
   IAM, 49
   principle of least privilege, 48
   VMs (virtual machines)
      Compute Engine Admin, 72
      Compute Engine Network
         Admin, 72
      Compute Engine Security Admin, 72
      Compute Engine Viewer, 72
persistent disk storage, 243, 245
   IOPS (input output operations per second), 245
persistent disks, 22–23
   configuration, 246–247
   HDDs (hard disk drives), 22, 245
   SSDs (solid-state drives), 22
   VMs (virtual machines), 245
pods (Kubernetes)
   Cloud Console, 192–195
   Cloud SDK, 195–196
   Cloud Shell, 195–196
   containers, 149
   controllers, 149
   deployment, 148, 154–155
      YAML specification, 156
   replicas, 149
policies, Organization Policy Service, 43–45
PostgreSQL, 255–258
predefined roles, 48
preemptible VMs, 74–75
Pricing Calculator, 453–457
   BigQuery, 287–288
primitive roles, 48
principle of least privilege, 48
privileges. See also permissions
   project, management, 45–47
   projects, 40, 43
   review question answers, 468–470
Pub/Sub, 292–293
   data streaming, 330–331
   events, Cloud Function, 233–234
   topics
      creating, 293
      listing, 293
      subscribing, 293–294
   pushed subscriptions, 295
   pushed subscriptions, 295
Python, app configuration files, 212

Q

queries
   BigQuery databases, cost estimate, 285–286
databases, response time, 6–7

R

RDP (Remote Desktop Protocol), 108–109
read patterns, storage solutions and, 268
Redis cache service, 243
  Memorystore, 243
regional load balancers, 368
regions, 311
  Cloud Storage, 22
    VMs (virtual machines), 72–73
registries, Container Registry, 199
relational storage data model, 254–255
renting resources, 8–9
replicas, 192
ReplicaSet (Kubernetes), 148
resource hierarchy, 60
  folders, 40, 42–43
    organization, 40, 41–42
      Cloud Identity, 41
      G Suite, domains, 41
  projects, 40, 43
resources
  compute resources, 2
  delivering, 10
  elastic resource allocation, 9
  owning, 8–9
  pay-as-you-go-for-what-you-use model, 9
  renting, 8–9
REST API, (Cloud Datastore and, 25
review question answers
  access configuration, 498–500
App Engine, 481–483
application deployment
  Cloud Launcher, 496–498
    Deployment Manager, 496–498
billing, 468–470
Cloud Functions, 483–485
Compute Engine, VMs, 472–475
cost estimating, 500–502
DNS, 494–496
GCP (Google Cloud Platform), 464–465
introduction to computing, 470–472
IP addresses, 494–496
Kubernetes Engine, 477–479
  cluster management, 479–481
load balancing, 494–496
logging, 500–502
monitoring, 500–502
projects, 468–470
security, 498–500
service accounts, 468–470
services, 466–468
storage
  Cloud Storage, 490–492
GCP (Google Cloud Platform), 485–487
VMs (virtual machines)
  Compute Engine, 472–475
    managing, 475–477
VPCs (virtual private networks), 492–494
VPNs (virtual private networks), 492–494
roles, 47
  App Engine, 48
billing accounts, 52–53
custom, 48
IAM (Identity and Access Management)
  assigning, 408–411
    custom, 411–414
  identities, granting, 49
  predefined, 48
  primitive, 48
runtime environments, Cloud Functions, 227–228

S

SAP HANA, 385
scaling
  Maximum and Minimum Instances, 215
  Maximum and Minimum Latency, 215
  Maximum Concurrent Requests, 215
Target CPU Utilization, 215
Target Throughput Utilization, 215
scopes, service accounts and, 414–415
searchable documents, 228
Secure Boot, 99
SELECT SQL command, 278
serverless computing, 4, 31
  App Engine, 4
  Cloud Functions, 4
servers, containers, 19
service accounts, 60
  Google-managed, 50
review question answers, 468–470
scopes, 414–415
user managed, 50
VM instances, 416–417
services
  compute resources, 2
    managed clusters, 3
    serverless computing, 4
  VM (Virtual Machines), 3
decoupling, 331
deployable, 398
Machine Learning Services, 2
microservices, 210
networking, 7
review question answers, 466–468
specialized services, 8, 10
  AI, 31
  Apigee API platform, 30
data analytics, 30
  machine learning, 31
storage
  block storage, 5
caches, 5–7
  file storage, 5
  object storage, 4
sharding data, 25
Shielded VMs, 99–100
SLAs (Service Level Agreements), 24
  multiregional storage, 248
  regional storage, 248
snapshots
  VM instances, 124–126
  Cloud Shell, 133–134
  VMs (Virtual Machines), 70
SOA (start of authority) record, 364
solutions, Cloud Launcher, 384–390
deploying, 390–394
specialized services, 2, 8, 10
SQL (Structured Query Language)
  commands
    ALTER TABLE, 289
CREATE INDEX, 289
CREATE TABLE, 289
DROP INDEX, 289
DROP TABLE, 289
SSDs (solid-state drives), 22
SSH (Secure Shell), keys, 99
Stackdriver
  audit logs, 417–418
  condition types, 164
  conditions, 161–162
    policies, 166
detail page, 161
  enabling, 157
  instances, 159–160
logging
  filtering logs, 441–444
  log sinks, 438–441
  messages, 444–445
  viewing logs, 441–444
metrics, 426
  CPU utilization, 433
custom, 437–438
  monitoring, 431–432
  notifications, 166–167
  policies, 165–166
  results, 168
setup, 158–159
  thresholds, 162–163
  Workspace, 158, 427–429
    initialization, 430–431
Stackdriver Monitoring API,
  437–438
Stackdriver Workspaces, 58–60
StatefulSet, 148
storage, 2, 10
  BigQuery, 254–255, 260–261
  block storage, 5
caches, 5–7
classes, buckets, 302
Cloud Spanner, 254–255, 259–260
Cloud SQL, 254–255
  configuration, 255–258
consistency, 268–269
cost, 269
data models
- object storage, 254
- relational storage, 254–255
databases, multiple, 268
file storage, 5
HDD (hard disk drive), 6
latency, 269
object storage, 4
read patterns, 268
review question answers
- Cloud Storage, 490–492
- GCP (Google Cloud Platform), 485–487
transaction support, 269
write patterns, 268
storage resources
- Cloud Firestore, 23
- Cloud Storage, 21–22
- Cloud Storage for Firebase, 23
- persistent disks, 22–23
storage services, 242–243
- archival storage, 243
caches, 243
- Redis cache service, 243
coldline, 248–249
disk storage, persistent, 243, 245
features, 249
Memorystore, 243
multiregional storage, 248
nearline, 248–249
object storage, 243, 247–248
regional storage, 248
selection guidelines, 268–269
solution planning, 253–254
- speed, 242–243
subnets, 338, 340
subscriptions, 295

T
- topics, events and, 227
- traffic, App Engine versions, 217–218
- triggers, Cloud Functions, 227

U
- Ubuntu Linux, Google Cloud SDK
  - installation, 104–105
- user-managed service accounts, 50

V
- VMs (virtual machines), 3
  - access controls, 414–415
  - configuration, 94
    - boot disk, 96–97, 100–102
    - firewalls, 97
    - Identity and API Access, 97
    - naming, 95
    - regions, 95
    - zones, 95–96
costs, 111
- creating, 69–70, 94
  - Cloud SDK, 105–106
  - Cloud Shell, 106–107
custom, 76–77
- Google Cloud Console
  - billing accounts, 93–94
  - Management tab, 98–103
images, 68–71
- instance groups, 118
  - autoscaling, 137
  - creating, 134–137
  - load balancing, 137
  - regional managed groups, 135
  - removing, 134–137
  - templates, 134–137
  - zonal managed groups, 135
instances, 118
- Cloud Shell, 130–134
deleting, 118–121
GPUs, 122–124
images, 126–130
inventory, 121–122
restarting, 120–121
service account assignment, 416–417
- snapshots, 124–126
VPCs (virtual private clouds) – zones

starting, 118–121
starting/stopping, 107–108
stopping, 118–121
Integrity Monitoring, 99
Kubernetes Engine, container orchestration, 146
managing, review question answers, 475–477
monitoring, 109–110
network access, 108–109
persistent disks, 245
preemptible, 74–75
privileges, 73–74
projects, 71–72
regions, 72–73, 95
Shielded VMs, 99–100
snapshots, 70
SSH (Secure Shell) keys, 99
use case, 77
vTPM (virtual Trusted Platform Module), 99
zones, 72–73, 95
VPCs (virtual private clouds), 7, 26, 32, 338
creating
  Cloud Console and, 338–341
gcloud and, 342–343
firewalls, rules, components, 347–348
review question answers, 492–494
subnets, 338, 340
VPNs (virtual private networks)
creating
  Cloud Console, 351–354
gcloud, 354–355
review question answers, 492–494
vTPM (virtual Trusted Platform Module), 99

W-Z

wide-column data model, 24
Windows, Google Cloud SDK installation, 104
WordPress, 385, 388–390
  Cloud Deployment Manager, 392–393
  solution launch form, 391
Workspace, 427–428
  adding projects, 428–429
write patterns, storage solutions and, 268

Z

zones, VMs (virtual machines), 72–73