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standard, 87
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Placebo control group, 204
effect, 204
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mean, 52
mean of difference scores, 277
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real, 149
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estimating, 73
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Power, 213
Power curves, 214
Prediction. See regression
Predictor variable, 141
Probability,
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and multiplication rule, 157
and statistics, 161
as area under curve, 161
conditional, 158
defined, 155
Protected \( t \) test, 314

Q
Qualitative data,
averages for, 55
compared with quantitative data, 404
defined, 6
frequency distributions for, 31
graph for, 39
hypothesis test for, 404
measures of variability for, 78
ordered, 8
Quantitative data,
averages for, 48
compared with qualitative data, 404
defined, 6
frequency distributions for, 23
graphs for, 33
hypothesis tests for, 405
measures of variability for, 61

R
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Random error, 295
Random numbers, tables of, 151
Random sample,
and hypothetical populations, 153
derived, 4, 151
tables of random numbers for, 151
Range, 62
 Ranked data, 6, 387
Ranks,
assigning, 389, 394
ties in, 390
Rare outcome, 161, 196
Regression,
and more complex equations, 141
and predictive errors, 129
and \( r^2 \), 136
and standard error of estimate, 133
assumptions, 135
equation, 130
fallacy, 142
least squares, 130
toward the mean, 141
Rejecting null hypothesis, 198
Related samples, 276
Relationship between variables, 108
curvilinear, 111
linear, 111
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perfect, 111
positive, 110
strength of, 110
Relative frequency distribution, 28
Repeated measures, 274
assumptions, 283
complications, 276, 325
individual differences, 275
Replication, 264
Reports, published, 265, 335, 358, 380
Research hypothesis, 187, 198
Research problem, 187
Retaining null hypothesis, 197

S
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all possible, 170
convenience, 5
correlation coefficient, 285
defined, 4, 150
mean, 51
mean of difference scores, 274
percent, 228
standard deviation, 71
random, 151
variance, 71
Sample size,
and probability of type II error, 211
and standard error, 211
equality of, 154
selection of,
for confidence interval, 227
for one sample, 227
for two samples, 260
Sampling distribution,
constructed from scratch, 170
doing between means, independent samples, 248
Sampling distribution, (Continued)
related samples, 277
of $F$, 296
of mean, defined, 169
hypothesized, 183
hypothesized and true, 208
mean, 173
shape, 176
standard error, 174
of $t$,
of $z$, 185
other types of, 178
Sampling variability of mean, 169
SAS printouts, 267, 381
Scatterplot, 109
Scheffe's test, 314
Sequence effect, 276
Sig. 121 See p-value.
Significance, level of. See Level of significance.
Simple effect, 355
Skewed distribution, 38
Spearman correlation coefficient, 119
SPSS printouts, 121
Squared curvilinear coefficient. See Variance interpretation of $\eta^2$.
Standard deviation,
in descriptive statistics, 63
and mean absolute deviation, 63
and normal distribution, 85
formulas, 71, 76
general properties, 64
measure of distance, 66
in inferential statistics, 71
degrees of freedom, 75, 255
Standard error,
estimated, 238
importance of, 196
of difference between means, independent samples, 250
related samples, 278
of estimate, 133
of mean, 174
Standard normal distribution, See Normal distribution.
Standard scores,
general properties, 101
$T$ scores, 101
transformed, 101
$z$ scores, 86, 100, 185
Statistics,
descriptive, 3, 22
inferential, 3, 146–410
Statistical significance, 258
Stem and leaf display, 36
“Student.” See Gosset, W.
Studentized range, 312
Sum of products, 117
Sum of squares, 68, 299, 326
calculating with means, 69, 300
calculating with totals, 70, 300, 326, 349
Summation sign, 51
Surveys, 5, 154
T
Test of hypothesis, See Hypothesis tests.
Ties in ranks. See Ranks.
Treatment effect, 247, 295
$t$ Test,
and degrees of freedom, 238, 254
and $F$ test, 308
and $z$ test, 235
assumptions, 242, 266, 283
expressed as ratio, 237, 250
for correlation coefficient, 285
for one population mean, 237
for two population means, independent samples, 246
related samples, 278
protected, 314
tables, 235
$T$ Test (Wilcoxon), 394
and ties, 400
as replacement for $t$, 392
calculation, 393
decision rule, 394
statistical hypotheses, 393
tables, 394
Tukey's HSD test, 312, 333, 357
Two-tailed and one-tailed tests, 199
Type I error,
and effect of multiple tests, 311
defined, 205
probability of, 207
Type II error,
and difference between true and hypothesized population means, 207
and sample size, 211
defined, 205
minimizing, 206
probability of, 208
$U$ Test (Mann-Whitney), 390
and ties, 400
as replacement for $t$, 387
calculation, 388
decision rule, 391
statistical hypotheses, 388
tables, 390
Unit of measurement,
and correlation, 114
defined, 24
V
Variability,
comparing, two experiments, 61
degrees of freedom, 75
interquartile range, 76
mean absolute deviation, 63
measures of, 60
for qualitative data, 78
for quantitative data, 61
range, 62
standard deviation,
descriptive statistics, 63
inferential statistics, 71
variance,
descriptive statistics, 63
inferential statistics, 71
Variable
collfounding, 14
continuous, 11
criterion, 141
defined, 11
dependent, 13
discrete, 11
independent, 12
Variance,
defined, 63
estimates of,
in analysis of variance, 299, 347
 pooled, 254
in descriptive statistics, 63
weakness of, 64
Variance, homogeneity of. See Homogeneity of variance, assumption of.
Variance interpretation,
of $r^2$, 139
of $\eta^2$, 309
of $\eta^2_p$, 333, 353
of $\phi^2$, 377
W
Web site, for book, 16
Wickens, T. 360
Wilcoxon test. See $T$ test.
Z
$z$ Score,
and converting to $X$, 96
and hypothesis tests, 186
and non-normal distributions, 100
and normal distribution, 87
and other standard scores, 101
critical, 189
defined, 86
general properties, 86
$z$ Test,
compared to $t$ test, 235
for population mean, 185
for two population means, 249
tables of critical values, 203