Index

Acceptance function, 333
Algorithm
   EM, 330, 322, 331, 333, 334
   Metropolis, 337
   Newton-Raphson, 106, 324, 326, 335, 336
   quasi-Newton, 330
   stochastic approximation, 336
   substitution, 324, 332
All-cells-filled data, 5
Analysis of covariance, 85, 88, 91, 114
Analysis of variance, 1, 5, 16, 20, 24, 87, 92, 114, 126, 162, 173, 174
ANCOVA. see Analysis of covariance
ANOVA. see Analysis of variance
Approximate F test
   Section 6.4d, 168
Asymptotic
   normal distribution, 107, 127, 359
   variance, 127, 156, 176, 178, 204, 358, 363
Asymptotic distribution, 32
Asymptotic variance, 144
Attenuation, 209

Bayes estimation, 23
Bayesian, 35
Best linear prediction, 306, 313
Best linear unbiased estimator, 310
   prediction, 170, 310, 311
Best prediction, 25, 50, 93, 110, 169, 188, 303, 323
   estimated, 171, 313
Beta distribution, 203
Beta-binomial
   extended, 61
Beta-binomial model, 57
Bias
   due to informative cluster sizes, 279–281
   due to misclassified responses, 278
   due to misspecification of random effects, 282
   due to misspecified link, 276
   due to misspecified random effects, 287
Binomial distribution, 145, 156, 201, 203
BLP. see Best linear prediction
BLUE. see Best linear unbiased estimation
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| BLUP, see Best linear unbiased prediction | 379 |
| BP, see Best prediction |  |
| Candidate distribution, 333 |  |
| Cell means model, 128 |  |
| Complete data, 321, 332 |  |
| Computing |  |
| Chapter 14, 320 |  |
| Conditional covariance, 12 |  |
| Conditional inference, 198, 200, 202 |  |
| Conditional maximum likelihood, 201, 288, 295 |  |
| Conditional variance, 11 |  |
| Constraint, 31, 132 |  |
| Correlation, 35, 57 |  |
| first-order autoregressive, 220 |  |
| intraclass, 36, 59 |  |
| Covariance, 35, 36, 57 |  |
| Covariate decompositions, 297 |  |
| Data |  |
| all-cells-filled, 5 |  |
| balanced, 5, 81, 88, 94, 173, 178, 185, 212, 213, 216, 232, 239 |  |
| complete, 321, 332 |  |
| longitudinal, 14, 163, 212, 243 |  |
| missing, 95, 321, 331, 332 |  |
| some-cells-empty, 5 |  |
| unbalanced, 5, 95, 174, 178, 186, 225, 233, 239, 318 |  |
| Departures from assumptions |  |
| Chapter 12, 271 |  |
| Design matrix, 117 |  |
| Distribution |  |
| beta, 57, 203 |  |
| binomial, 145, 156, 201, 203 |  |
| exponential family, 357 |  |
| gamma, 156, 203, 211 |  |
| normal, 107, 127, 359 |  |
| Poisson, 11, 155, 156, 191, 193, 203, 211, 341 |  |
| t, 48, 76 |  |
| E-step, 332 |  |
| Effect, 4 |  |
| fixed, 4, 6, 19, 28 |  |
| random, 4, 19, 28 |  |
| Efficiency, 274, 283 |  |
| EM |  |
| algorithm, 320, 322, 333, 334 |  |
| Monte Carlo, 334 |  |
| EM algorithm, 331 |  |
| Empirical Bayes, 23 |  |
| Equicorrelated, 82, 240 |  |
| Estimable function, 129, 134, 135, 185 |  |
| Section 3.7, 121 |  |
| Estimated best predictor, 171, 313 |  |
| Estimating equations |  |
| generalized, 239, 242, 244 |  |
| unbiased, 243 |  |
| Estimation |  |
| maximum likelihood, 358 |  |
| Estimator |  |
| shrinkage, 51, 64 |  |
| unbiased, 30 |  |
| Examples |  |
| Phytophthora, 72, 76, 92, 114 |  |
| cancer treatment, 202 |  |
| chestnut blight, 205 |  |
| clinics, 8, 17, 25, 160 |  |
| corn photosynthesis, 266 |  |
| epilepsy, 6, 8 |  |
| fabric, 13, 18, 20 |  |
hairy leukoplakia, 276
hospital costs, 188
humor, 7, 28
math scores, 159
medications and clinics, 13
Osteoarthritis Initiative, 16
potato, 150
Potomac River Fever, 14
Exponential family, 357

F test, 91, 93, 131
approximate, 168
F-test (or statistic), 21
Factor, 3
crossed, 186, 331
levels of, 3
nested, 331
Fisher information, 149, 204, 358
Fisher scoring, 144, 334
Fisher’s exact test, 56
Fixed effect, 4-6, 16, 19, 28
model, 6
Flexible parametric mixing distributions, 299
Gamma distribution, 156, 203, 211
Gauss-Hermite quadrature
Section 13.3a-c, 327
Gaussian quadrature, 278, 327
Generalized estimating equations, 239, 242, 244
Generalized inverse, 119, 346
Section M.1, 346
Generalized least squares, 361
estimator, 361
Generalized linear mixed model, 2
Chapter 7, 188
Section 14.3, 326
Generalized linear model, 2
Generalized linear models (GLMs)
Chapter 5, 136
GLM, see Generalized linear model
GLMM, see Generalized linear mixed model

Hypothesis testing, 89, 130

Incidence matrix, 117
Incorrect distributional family, 282
Information, 149, 204, 358
Interaction, 5, 13, 129, 139, 157, 186
Intraclass correlation, 36, 59
Inverse
generalized, 119, 346

Kronecker product
Section M.2, 345
Kullback-Leibler divergence, 285, 288

Least squares
generalized, 361
ordinary, 361

Level, 3
Likelihood
penalized quasi-, 197, 198, 338
quasi, 23
ratio test, 24
restricted, 75, 79, 177, 179, 186, 187, 317, 322-324, 362
Likelihood function, 357
Likelihood ratio, 130
Likelihood ratio test, 31, 89, 107, 110, 130, 148-150, 152, 164, 203, 204, 210, 359
Linear mixed model, 2, 13
Chapter 6, 157
Section 13.4, 310
Section 14.2, 320
unbiased slope estimates, 283
Linear model, 1
Chapter 4, 114
generalized, 2
mixed, 2
Section 5.2d, 140
Link function, 80, 139, 190, 229,
273, 275, 277
log, 286
logit, 288
misspecified, 278
Link functions
canonical, 295
misspecification, 275
LM, see Linear model
LMM, see Linear mixed model
Logistic regression
Section 3.7, 101
Logit, 101, 103, 108, 145, 201, 236,
243, 245, 330, 343
Logit-normal model, 64
Longitudinal data, 14, 163, 212,
243
Chapter 8, 212
unbalanced, 225
LRT, see Likelihood ratio test
Main effect, 5
Marginal models
Chapter 9, 236
Markov chain, 333
Matched pairs
binary, 286
Matrix derivatives
Section M.5, 350
Matrix results
Appendix M, 344
Maximum likelihood, 21
conditional, 201
nonparametric, 299
restricted, 21, 27, 75, 79, 177–
179, 186, 187, 317, 322–
324, 362
simulated, 331, 337
Maximum likelihood estimation
358
Maximum quasi-likelihood, 154
MCEM, see Monte Carlo EM
MCNR, see Monte Carlo Newton-
Raphson
Mean square error
of prediction, 25, 304, 317
Metropolis algorithm, 337
Minimum norm quadratic unbiased estimation, 179
Minimum variance quadratic unbiased estimation, 179
MINQUE, see Minimum norm quadratic unbiased estimation
Misclassified outcomes
binary, 276
Missing data, 95, 321, 331, 332
Misspecification
random effects, 284
Misspecified random effect, 282
MIVQUE, see Minimum variance
quadratic unbiased estimation
Mixed model, 13
ML, see Maximum likelihood
equations, 30
estimators, 30
solutions, 30
ML solutions and estimators, 88
Model
beta-binomial, 57
cell means, 128
equation, 117
fixed, 4. 6
Logit-normal, 330
logit-normal, 64, 108, 330, 343
matrix, 117
mixed, 4
Poisson-gamma, 203
probit, 136, 137, 143
probit-normal, 68, 156, 206, 208, 237, 333
random, 4
Modeling
marginal, 236
Moment generating function, 286, 354
Moments, 353
Monte Carlo, 334
EM, 334
Newton-Raphson, 210, 334
Multivariate models
Chapter 10, 249
Newton-Raphson
algorithm, 278
Monte Carlo, 334
Newton-Raphson algorithm, 106, 324, 326, 335, 336
Nonlinear model
Chapter 11, 266
Section 3.3, 77
Normal distribution
asymptotic, 107, 127, 359
Normal equations, 118
just one solution, 118
Nuisance parameter, 119, 359
Numerical quadrature, 327
Odds, 103
Odds ratio, 103, 107, 239
Omitted covariates
bias due to, 275
One-way classification, see Chapter 2, 28
Ordinary least squares, 361
Ordinary least squares estimator, 361
Outlier, 179
Overdispersion, 59, 192
Overparameterized, 29
Penalized quasi-likelihood, 197, 198, 338
Pharmacokinetic, 269
Poisson distribution, 11, 155, 156, 191, 193, 203, 211, 341
PQL, see Penalized quasi-likelihood
Prediction, 18, 25, 93, 110, 169, 170, 188, 306, 310, 311, 313, 323
best, 25, 50, 93, 110, 169, 188, 303, 323
best linear, 306, 313
best linear unbiased, 170, 310, 311
Chapter 13, 303
Probit, 136, 139, 143, 156, 206, 208, 237, 333
Probit-normal model, 68
Profile likelihood, 175
Quadratic form
in predicted values, 323
mean, 354
Section S.2c, 356
Quadrature, 327
Quasi-likelihood, 23, 152, 198
penalized, 197, 198, 338
Quasi-Newton algorithm, 330
Random effect, 4, 8, 16, 19
Random effects, 28
Random intercepts, 216
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Stochastic approximation algorithm. 336
Substitution algorithm. 324, 332
Sufficient statistics, 111, 118, 119, 123, 126, 174, 180, 199, 200, 357
Student's distribution, 76
Taylor series, 53, 289
Test
χ², 52
Fisher's exact, 56
likelihood ratio, 24, 89, 107, 110, 130, 148–150, 152, 164, 203, 204, 210, 359
score, 205
Wald, 25, 26, 149–151, 204
Transformation, 73, 140, 239

UMVU, see Uniform minimum variance unbiased
Unbalanced data, 5, 95, 174, 178, 186, 233, 239, 318
longitudinal data, 225
Unbiased
estimating equation, 243
Underdispersion, 61
Uniform minimum variance unbiased, 123, 126, 186

Variance
asymptotic, 166, 176, 178, 204, 358, 363
sandwich, 243
working, 242–244
Variance components, 4
Variance function, 141

Wald test, 25, 26, 149–151, 204
Working variance, 242–244

correlated with covariates, 290
Section 3.5, 81
Section 3.8, 81
Random slopes, 216
Ranking, 309
Regression
Chapter 3, 72
logistic, 191
REML, see Restricted maximum likelihood
Repeated measurements, 193, 266
Restricted maximum likelihood, 21, 27, 75, 79, 177, 179, 186, 187, 317, 322, 321, 362
Robust variance estimator, 242
Robustness, 24, 34, 153, 197, 198, 283, 338
Sandwich variance, 243
Satterthwaite approximation, 168
Score function, 152
Score test, 205
Scoring, 144, 334
Shrinkage estimator, 51, 61
Simulated maximum likelihood, 337
Slope estimates
bias, 291–294
consistent estimation, 289, 290, 296, 298
matched pairs, 287, 288
unbiased, 281
Slopes estimates
unbiased, 280
Some-cells-empty, 5
Standard error, 204
Statistical results
Appendix S, 353
Working variate. 138, 144, 198
198, 334