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S-divergence family, 123
Selection functional, 17, 21–22, 35–36,
  38–40, 42, 80, 82, 84–92
  auxiliary, 32, 38, 63, 66
  Hampel, 38, 83
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