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The Multiradio Access Network

1.1 Introduction

Network evolution in the past decade regarded the introduction of new access technologies, both fixed and wireless, using an Internet protocol (IP) backbone for all originating and terminating services. The evolution of the fixed access network mainly concerns the introduction of the optical fibre, with point-to-point or passive optical network (PON) architectures.

Gigabit passive optical network (GPON) architectures deal with fibre optic deployment up to different points in the access network:

- Fibre to the cabinet (FTTCab), if the fibre stops at the cabinet,
- Fibre to the building (FTTB), if the fibre stops at the building, and
- Fibre to the home (FTTH), if the fibre stops at the customer’s home.

Figure 1.1 shows FTTCab, FTTB and FTTH network architectures. Such architectures reach a downstream bit rate per user in the order of magnitude respectively up to 50 Mbps, up to 100 Mbps and up to 1 Gbps. The optical network is called passive because of the splitters, which repeat the input signal. The outgoing bandwidth of an optical line termination (OLT) is shared among many optical network units (ONUs), and in FTTCab and FTTB architectures the existing copper cable pair is used in the connection from the ONU up to the end users, with very high digital subscriber line (VDSL) transmissions. If the optical fibre reaches the home, the architecture is FTTH and the user will be provided with an optical modem called network termination (NT).

In the point-to-point architecture, there is one optical fibre connecting the end user to the central office, completely replacing the copper cable pair. In this case one fibre is dedicated to one user and therefore the provided bandwidth can be very high, even tens of Gbps. Figure 1.2 shows an example of the point-to-point fibre architecture in the access network.

The point-to-point architecture, handling much more fibre optics than GPON, requires more spaces in the central office and absorbs much more power. Because of that, most operators have chosen the GPON architecture for fixed access network evolution. The next generation access network (NGAN) also includes radiomobile and wireless access technologies that, thanks to the adoption of advanced radio features, reach a maximum bit...
Figure 1.1  FTTCab, FTTB and FTTH fixed access network architectures.

Figure 1.2  Point-to-point fibre architecture in the access network.
rate of hundreds of Mbps. Among radiomobile technologies, the global system for mobile communications (GSM) and its evolutions for data transmission, the general packet radio service (GPRS) and enhanced data rates for GSM evolution (EGDE), have been largely deployed all around the world. The third generation radiomobile system, the universal mobile telecommunication system (UMTS), with its evolutions, HSPA (high speed packet access) and HSPA+ for high bit rates data transmission, has been deployed with targeted coverage in high traffic areas, like major and minor cities. Long term evolution (LTE) is operating in many countries and is going to be deployed in others. Wireless local area networks (LANs) and WiMAX (see Section 1.3.2) are other existing technologies used mostly for data but also for voice transmission.

The different access networks, which collect all originating and terminating services, are connected to an IP-based backbone, offering a transport service with quality of service (QoS). Figure 1.3 shows the network with one core and many accesses.

1.2 Radiomobile Networks

Radiomobile networks were standardized with the aim of extending the services provided by the fixed network to mobile users, by means of a wireless terminal with the ability to move while the connection is in progress.

First generation systems, like the total access communication system (TACS), provided only the voice service, which was transmitted over the radio interface using frequency division multiple access (FDMA). The digital GSM system [1], initially standardized mainly for voice service, with its GPRS and EDGE evolutions, added new features in the access network and new nodes in the core in order to optimize data transmission.

The third generation system UMTS, standardized for multimedia, includes in its evolutions HSPA and HSPA+, which are able to reach higher bit rates and decrease latency. Finally, LTE reaches bit rates of hundreds of Mbps in downlink and lower latency times. The advanced version of LTE (LTE advanced) promises rates of Gbps.

In this section second, third and fourth generation radiomobile networks are described in terms of network architecture, access network and radio interfaces.
1.2.1 **GSM/GPRS/EDGE Network Architecture**

Figure 1.4 shows the GSM network architecture. The first network element is the mobile station (MS), which includes the mobile terminal (MT) and the subscriber identity module (SIM). Its principal functions are transmission and reception over the radio interface, radio channels supervision, cell selection, measurements of downlink radio parameters and execution of access, authentication and handover procedures. The MS communicates through a standardized radio interface with the base transceiver station (BTS), which is the network node that realizes one or more radio coverage cells, measures uplink radio parameters, broadcasts system information and executes procedures like paging. Each BTS is connected, through the Abis interface, to the base station controller (BSC), which controls the BTS radio resources. It assigns and releases the radio channels to the mobile users, receives uplink and downlink measurements, performs intra-BSC handover, handles power control, resolves cells congestions, etc.

Because the Abis interface is not standardized, the BTSs and the connected BSCs must be from the same vendor. The BSC with its connected BTSs form a base station subsystem (BSS) and represent the GSM access network nodes. The BSSs are connected to the core network, which includes switching nodes like mobile switching centres (MSCs) and databases like the visitor location register (VLR) and home location register (HLR). BSCs are connected to the MSC through the standard A interface.

The principal functions of an MSC are: call handling, mobility handling (through inter-working with VLR and HLR), paging, intra-MSC handover, inter-MSC handover, toll-ticket generation. Associated to the MSC is the VLR, which is a database containing a record for each user registered in the MSC/VLR area. Some of the MSCs are gateways (GMSC), because
they are connected to the other mobile operator’s networks and to the fixed network, in order to handle all the mobile–mobile, mobile–fixed and fixed–mobile calls.

The HLR is a register that stores, for each user of the mobile network, the service profile, the key for authentication and encryption, the international mobile subscriber identity (IMSI) and mobile station ISDN (MSISDN), as well as an identifier of the VLR where the user is registered. When an MS registers to the network, the VLR creates a new record with the user profile downloaded from the HLR and the MS position in terms of the location area (LA). In the HLR the identifier of the actual VLR is updated. The VLR also assigns the temporary IMSI (TMSI), which temporarily substitutes the IMSI.

The LA is a logical concept including a certain number of cells. The location area identifier (LAI) is broadcasted from the BTSs in all the cells belonging to the LA. When an MS moves from one LA to another, it performs the LA updating procedure. If the new LA belongs to a new MSC, then the new VLR downloads the user profile from the HLR and registers the new user with its LA. The HLR updates the VLR identifier and instructs the old VLR to delete the record of the user.

A GSM network with its core based on circuit-switching nodes, the MSCs, is well suited for voice but it is not for data. GSM data transmission is possible, but at a fixed bit rate of 9.6 kbps and using a voice-equivalent channel for all the duration of the call. Billing is based on the call duration and not on the amount of the exchanged data.

GPRS is the GSM evolution for data transmission. It introduces new features in the access network nodes in order to enhance data transmission speed and optimize resource allocation. In particular, GPRS needs new encoders in the BTSs and a new module, the packet control unit (PCU), in the BSC. The PCU implements radio resource management (RRM) algorithms for data transmission. GPRS also introduces new core network nodes: the serving GPRS support node (SGSN) and the gateway GPRS support node (GGSN).

The SGSN is responsible for the delivery of data packets from and to the mobile stations within its service area. Its tasks include packet routing and transfer, mobility management (attach/detach and location management), logical link management, authentication and charging functions. The location register of the SGSN stores location information and user profiles used in the packet data network of all GPRS users registered with this SGSN.

The GGSN is the node having connections with the other packet data networks. It contains routing information for the connected GPRS users. The routing information is used to tunnel packet data units (PDUs) to the MS’s current point of attachment, that is the SGSN.

The BSC is connected to the SGSN through the standard Gb interface; the connection between SGSN and GGSN is the Gn interface; SGSN and GGSN are connected to the HLR through respectively the Gr and Gc interfaces; SGSN and MSC/VLR can see each other through the Gs interface. Gs and Gc interfaces are not mandatory. If Gs is present, an association between MSC/VLR and GGSN is created and it is possible to jointly handle a mobile station with packet switched and circuit switched services. Gs was introduced in order to reduce signalling over the radio interface. In fact, it is possible to carry out procedures like registration (IMSI attach) through the SGSN, combined LA and routing area (RA) updates, IMSI detach, etc. The RA is the equivalent of the LA in the GPRS domain; in general an LA contains an integer number of RAs.

A GPRS data transmission reaches a maximum download bit rate of about 50 kbps. EDGE, also called enhanced GPRS (EGPRS), is an evolution of GPRS allowing downlink bit rates up to about 240 kbps. EDGE adds new radio features to the GSM/GPRS access network nodes,
and reuses the GPRS core network nodes: SGSN and GGSN. In particular, new modulators and encoders are added in the BTSs and new software in the PCU, in order to manage higher bit rate data connections.

Figure 1.5 shows the GSM/GPRS/EDGE network architecture. The access network, with its BSCs and BTSs, is shared among GSM and GPRS. The MSC-based core transports voice services and the SGSN/GGSN-based core transports data services.

1.2.2 GSM/GPRS/EDGE Access Network

The GSM/GPRS/EDGE access network, also called the GERAN (GSM EDGE radio access network), includes MSs, BTSs, BSCs, and related interfaces. The radio interface is based on frequency division duplex (FDD) and FDMA/TDMA (time division multiple access). Table 1.1 shows GSM/GPRS/EDGE working frequencies in different countries of the world.

<table>
<thead>
<tr>
<th>Band</th>
<th>Uplink (MHz)</th>
<th>Downlink (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSM 900</td>
<td>880–915</td>
<td>925–960</td>
</tr>
<tr>
<td>GSM 1800</td>
<td>1710–1785</td>
<td>1805–1880</td>
</tr>
<tr>
<td>PCS (personal communication service) 1900</td>
<td>1850–1910</td>
<td>1930–1990</td>
</tr>
<tr>
<td>Cellular 850</td>
<td>824–849</td>
<td>869–894</td>
</tr>
</tbody>
</table>
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In Europe, Africa, the Middle East and Asia most of the providers use 900 MHz and 1800 MHz bands. In North America, GSM operates on the bands of 850 MHz and 1900 MHz. GSM at 850 and 1900 MHz is also used in many countries of South and Central America.

All over the world, a refarming process of the radiomobile spectrum is going on, which is a rearrangement of the frequencies used for mobile services. For example, the 900 MHz band used for GSM is now available also for third generation (UMTS) services. FDMA in GSM contemplates the division of the assigned spectrum into carriers spaced 200 MHz apart. Figure 1.6 shows the division of the GSM 900 band into 200 kHz carriers.

The theory of GSM frequency planning introduces the concept of cluster, which is a group of cells using all the available carriers. Cellular coverage is based on the repetition of the cluster. Figure 1.7 shows an example with the cluster and the relative theoretical frequency planning.

---

**Figure 1.6** Division of the GSM 900 band into 200 kHz carriers.

**Figure 1.7** Example of theoretical frequency planning with repetition of the cluster.
As very often happens, the reality is far from the theory. The goal of cell planning is to guarantee the availability of radio resources that satisfy QoS for the provision of a set of services in an area target. In general, forms and dimensions of each cell are different and in each cell one or more carriers are switched on, depending on the requirements of coverage, capacity and performances. When GSM 900 and GSM 1800 coexist, an overlay/underlay technique is used for coverage. The underlay coverage is in general at 900 MHz and covers a higher area than overlay cells working at 1800 MHz. Overlay and underlay cells share sites, antenna systems and control channels.

Among cells of different dimensions, there are the macro, micro and pico cells depending on the size. Micro and pico cells are used to solve traffic peaks in small areas. Figure 1.8 shows an example of macro and micro coverage.

GSM multiple access is FDMA/TDMA and is based on a frame structure of eight time slots per carrier, as shown in Figure 1.9. The frame duration is 4.6 ms; the slot duration is 577 μs; the signal burst is contained in one time slot and lasts 546 μs.

The transmission and reception frames are shifted by three time slots. This allows the mobile station transceiver to transmit over the uplink, move to the downlink frequency, receive the downlink signal and make measurements over the other radio channels. This process is shown in Figure 1.10.

The GSM frames are grouped together to form multiframes, superframes and iperframes. This temporal structure allows the establishment of a time schedule for operation and network synchronization. In particular, one multiframe can be formed of 26 or 51 frames; one superframe lasts 6.12 s and is formed of 51 multiframes of 26 frames or 26 multiframes

---

**Figure 1.8** Example of macro and micro coverage.
of 51 frames; one interframe is formed of 2048 superframes and lasts 3 h, 28 min, 53 s and 760 ms.

GSM access includes, as an optional feature, frequency hopping (FH). The goal of frequency hopping in GSM is to obtain an intrinsic diversity in frequency that protects the transmission from effects like rapid fluctuations of the radio channel or cochannel interferences. There are a total of 63 different hopping algorithms available in GSM.

When the BTS orders the MS to switch to the frequency hopping mode, it also assigns a list of channels and the hopping sequence number (HSN), which corresponds to the particular hopping algorithm that will be used. Figure 1.11 shows the principle of frequency hopping.

### 1.2.2.1 GSM Physical and Logical Channels

A physical channel in the GSM access network is identified from the time slot in the frame, the frame number, an FH sequence (if FH is active). A logical channel is dedicated to the

![Figure 1.9](image1)

**Figure 1.9** FDMA/TDMA multiple access in GSM.

![Figure 1.10](image2)

**Figure 1.10** GSM transmission and reception.
Figure 1.11 Principle of frequency hopping.
transmission of specific information, using a mapping over appropriate physical resources. Logical channels are divided into traffic channels (TCHs), carrying voice and data, and control channels (CCHs), carrying control information.

GSM TCHs are:

- TCH/FS: full rate (FR) speech
- TCH/HS: half rate (HR) speech
- TCH/F9.6: data at 9.6 kbps (FR)
- TCH/F4.8: data at 4.8 kbps (FR)
- TCH/F2.4: data at 2.4 kbps (FR)
- TCH/F1.2: data at 1.2 kbps (FR)

Also half rate data channels at 4.8 and 2.4 kbps are defined.

Full rate traffic channels use one time slot per frame; half rate channels use one time slot each two frames, occupying half capacity. The gross bit rate of a full rate channel is 22.8 kbps; the gross bit rate of an half rate channel is 11.4 kbps.

CCHs are divided into broadcast channels (BCHs), carrying broadcast information, common control channels (CCCHs), carrying common signalling information, and dedicated control channels (DCCHs) carrying signalling information dedicated to a user.

Figure 1.12 shows control and traffic channel mapping.

In downlink, BCHs are:

- FCCH: frequency correction channel, carrying a frequency reference signal
- SCH: synchronization channel, carrying a frame synchronization reference signal and a base station identity code (BSIC)

![Diagram of GSM logical channels mapping.](image-url)
BCCH: broadcast control channel, carrying a cell global identity (CGI), location area identity (LAI), frequency hopping algorithm, references for control channels of adjacent cells and other cell parameters

CCCHs are:

- PCH: paging channel, where the downlink is sent to search for an MS having an incoming call and paging is broadcast over all the cells belonging to the MS location area
- AGCH: access grant channel, where the downlink is used to allocate a standalone dedicated control channel (SDCCH) to the MS
- RACH: random access channel, where the uplink carries user access information and is used from the MS to request an SDCCH allocation

DCCHs are:

- SDCCH: standalone dedicated control channel, which is bidirectional and uses to execute signalling procedure like location area updating, TMSI allocation, attach and detach and occupies an eighth of one slot
- SACCH: standalone associated control channel, which is bidirectional and carries control information related to an active connection like measurement reports in uplink and power control and timing advance in downlink
- FACCH: fast associated control channel, which is bidirectional and uses one TCH by substituting signalling to the traffic (frame stealing), in general carrying handover information

Figures 1.13, 1.14 and 1.15 show examples of logical channels usage over the radio interface in location area updating, mobile-terminated and mobile-originating call procedures.

MS

Base Station

Channel Request (RACH)
Channel Assignment (AGCH)
Request for Location Updating (SDCCH)
Authentication Request (SDCCH)
Authentication Response (SDCCH)
Ciphering Command (SDCCH)
Ciphering Complete (SDCCH)
Location updating confirmation (SDCCH)
Ack (SDCCH)
Channel release (SDCCH)

Figure 1.13 Location area updating procedure over the radio interface.
Figure 1.14  Mobile-originating call procedure over the radio interface.

Figure 1.15  Mobile-terminated call procedure over the radio interface.
1.2.2.2 GSM/GPRS Modulation

The GSM and GPRS modulation technique is a Gaussian minimum shift keying (GMSK); it is a minimum shift keying (MSK) with a premodulation Gaussian filter.

The GMSK was chosen as a compromise between spectral efficiency, realization complexity and low emission of spurious radiations (with low adjacent channel interference). The GMSK improves the spectral efficiency respect to the MSK because the power spectral density (PSD) presents a reduced main lobe compared to the MSK. The modulation rate is \(270 \times (5/6)\) kbauds.

1.2.2.3 GPRS Radio Interface

GPRS is the GSM evolution for data transmission [2]. It implies the introduction of new network nodes in the core network and new features in the access network to increase the maximum bit rate and optimize the usage of radio resources for data transmission. Physical channels are not allocated permanently to a GPRS connection, but only when data have to be transmitted over the radio interface.

GPRS shares with GSM the radio resources and introduces the following possibilities:

- More than one time slot of a TDMA frame can be assigned to an MS.
- More than one MS can be multiplexed on the same time slot.
- Radio resources are separately assigned to uplink and downlink (asymmetric transmission and reception).
- GSM and GPRS can use the same time slot at different times.
- GSM has higher priority than GPRS.
- GPRS assigned resources can be dropped.

In GPRS, four coding schemes (CSs) with different coding rates are introduced. The higher the coding rate, the higher is the net bit rate per time slot. On the other hand, with higher coding rates a higher signal to noise ratio (SNR) at the receiver side is required to achieve the same bit error rate (BER). Table 1.2 shows the coding schemes with the corresponding net bit rate per time slot at the radio link control (RLC) layer.

A full duplex MS could use up to eight slots per frame, but most GPRS terminals are half duplex. A half duplex terminal is not able to transmit and receive at the same time. The maximum number of time slots that a terminal can use in a frame is five.

<table>
<thead>
<tr>
<th>Coding scheme (CS)</th>
<th>Code rate</th>
<th>RLC bit rate per time slot (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS1</td>
<td>1/2</td>
<td>8</td>
</tr>
<tr>
<td>CS2</td>
<td>(\sim 2/3)</td>
<td>12</td>
</tr>
<tr>
<td>CS3</td>
<td>(\sim 3/4)</td>
<td>14.4</td>
</tr>
<tr>
<td>CS4</td>
<td>1</td>
<td>20</td>
</tr>
</tbody>
</table>
Figure 1.16 Example of a GPRS asymmetric transmission (4 + 1).

Figure 1.16 shows the usage of four slots in downlink and one slot in uplink (4 + 1) from a simplex terminal. The figure shows the reception time in four slots in downlink (Rx), the time needed to switch to the transmission frame (Tt), the transmission time in one slot (Tx) in uplink, the neighbouring cells measuring time (Tra) and the lasting two slots.

The standard defines GPRS logical channels, also called packed data logical channels (PDCH).

They are:

- Packet common control channels (PCCCHs):
  - Packet random access channel (PRACH): for random access (uplink)
  - Packet paging channel (PPCH): for paging (downlink)
  - Packet access grant channel (PAGCH): for access grant (downlink)
  - Packet notification channel (PNCH): for point-to-multipoint-multicast (PTM-M) notification (downlink)
- Packet broadcast control channel (PBCCH): used to broadcast system information to GPRS mobile stations (downlink)
- Packet traffic channels (PTCHs):
  - Packet dedicated traffic channel (PDTCH): bidirectional, carries packet data traffic
- Packet dedicated control channels (PDCCHs):
  - Packet associated control channel (PACCH): bidirectional, carries associated control to a data connection
  - Packet timing advance control channel (PTCCH): bidirectional, carries in uplink access bursts that allow the network to calculate the timing advance, which is then transmitted over the same channel in a downlink timing advance value corresponding to the time a signal takes from the mobile station to the BTS

An operator can choose not to reserve dedicated resources to GPRS control channels. In this case, packet control channels are not configured over the radio interface and GPRS service shares control channels with GSM: a GPRS mobile station receives specific GPRS system information on the broadcast control channel (BCCH).
In the case where packet control channels are configured, a GPRS mobile station monitors the PBCCH, where specific GPRS system information is sent other than some information related to circuit switched services. If that happens, a GPRS mobile is not requested to monitor the BCCH.

1.2.2.4 EDGE Radio Interface

EDGE is an evolution of GPRS, especially in relation to the radio interface. It is also called enhanced GPRS (EGPRS). The principal goal is to increase the data rate through improved spectral efficiency.

The main features introduced in EDGE are:

- Eight phase shift keying (8PSK) modulators other than GMSK modulators,
- New modulation and coding schemes (MCSs),
- Link adaptation: varies the modulation and coding scheme (MCS) in relation to the quality of the radio channel, and
- Hybrid automatic repeat request (HARQ): combines two techniques, FEC (forward correcting coding) with ARQ (automatic repeat request).

Table 1.3 shows the nine EDGE modulation and coding schemes (MCSs) with the related RLC data rates per time slot. The higher the data rate per time slot, the higher is the required SNR at the receiver side.

The maximum downlink bit rate per user is about 240 kbps, obtained considering four assigned time slots encoded with MCS9. Each MCS belongs to a class (A, B, C). The link adaptation varies if the channel conditions degrade and the modulation and coding scheme is within the same class for the retransmission of the same packet. Figure 1.17 shows a qualitative example of link adaptation. In the example, the data transmission starts with MCS6. If the received SNR decreases, the block error rate (BLER) increases, and the modulation and coding scheme is switched to MCS3, at the expense of the throughput.

<table>
<thead>
<tr>
<th>MCS</th>
<th>Family</th>
<th>Modulation</th>
<th>Code rate</th>
<th>RLC data rate per time slot (kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCS9</td>
<td>A</td>
<td>8PSK (3 bits/symbol)</td>
<td>1/2</td>
<td>59.2</td>
</tr>
<tr>
<td>MCS8</td>
<td>A</td>
<td>modulation</td>
<td>~2/3</td>
<td>54.4</td>
</tr>
<tr>
<td>MCS7</td>
<td>B</td>
<td>symbol</td>
<td>~3/4</td>
<td>44.8</td>
</tr>
<tr>
<td>MCS6</td>
<td>A</td>
<td></td>
<td>1</td>
<td>29.6</td>
</tr>
<tr>
<td>MCS5</td>
<td>B</td>
<td></td>
<td>1/2</td>
<td>22.4</td>
</tr>
<tr>
<td>MCS4</td>
<td>C</td>
<td>GMSK (1 bit/symbol)</td>
<td>~2/3</td>
<td>17.6</td>
</tr>
<tr>
<td>MCS3</td>
<td>A</td>
<td>modulation</td>
<td>~3/4</td>
<td>14.8</td>
</tr>
<tr>
<td>MCS2</td>
<td>B</td>
<td>symbol</td>
<td>1</td>
<td>11.2</td>
</tr>
<tr>
<td>MCS1</td>
<td>C</td>
<td></td>
<td>1</td>
<td>8.8</td>
</tr>
</tbody>
</table>
EDGE network architecture is the same as GPRS, with SGSN and GGSN nodes for data transport and the same access network nodes with some added features, like the new 8PSK modulator and encoders in the BTSs and new protocols in the BSC, which control EDGE transmissions.

1.2.3 UMTS/HSPA/HSPA+ Network Architecture

In 1995, the European Telecommunication Standard Institute (ETSI) started to work on the UMTS third generation system [3, 4]. In 1997, UMTS was defined in [5] as follows:

UMTS will be a mobile communications system that can offer significant user benefits including high-quality wireless multimedia services to a convergent network of fixed, cellular and satellite components. It will deliver information directly to users and provide them with access to new and innovative services and applications. It will offer mobile personalized communications to the mass market regardless of location, network and terminal used.

Contrary to the GSM, which was built for voice, UMTS was built for ‘multimedia services’ and ‘personalized communications’.

In January 1998, the choice of the radio interface was frozen:

- Wideband CDMA (code division multiple access) in paired bands (FDD mode)
- TD-CDMA (time division-CDMA) in unpaired bands (TDD mode)

In December 1998, the standardization bodies from Europe, Japan, Korea and the United States created the 3GPP (3rd Generation Partnership Project), which now counts six organizational
partners (the Japanese ARIB, the American ATIS, the Chinese CCSA, the European ETSI, the Korean TTA and the Japanese TCC) and many market representation partners. The 3GPP original mandate was to develop specifications for the UMTS third generation mobile system based on a new access network and a core network evolved from the GSM/GPRS/EDGE core network.

In the World Radiocommunication Conference held in Geneva in 1997, the bands 1885–2025 MHz and 2110–2200 MHz were identified for 3G systems. In Europe, 215 MHz have been assigned to UMTS, as shown in Figure 1.18. In Europe, only the UMTS FDD band is used.

Because the initially defined bands were already used in various regions of the world, some other bands for 3G systems were added to meet the needs of various countries. The band around 2100 MHz is used in Europe, China, Korea, Japan, Australia, India and Latin America; in North America UMTS works at 1900 and 850 MHz; in Japan other than 2100 MHz also bands at 1700 and 800 MHz are used. Refarming, which provides a rearrangement of the frequencies assigned to mobile services, opens to a possible usage also of the actual GSM bands for UMTS.

Figure 1.19 shows 3GPP releases from R99 to R11 with their principal characteristics. It shows that 3GPP standardized UMTS, its evolution HSPA/HSPA+, LTE and LTE advanced.

Figure 1.20 shows the UMTS network architecture standardized in release 99 (R99) of the 3GPP standard. The UMTS network can be divided into an access network, called UMTS terrestrial radio access network (UTRAN), and a core network. UMTS R99 introduces a radio access network based on code division multiple access (CDMA) radio technology.

The mobile station (MS) communicates through a standardized radio interface with the node B, which is a node equivalent to the BTS in GSM. Node B handles more than one cell, makes measurements over the uplink, broadcasts cell parameters and executes procedures like paging and inner-loop power control. Each node B is connected, through the Iub interface, to

---

**Figure 1.18** European bands designed for UMTS.
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Figure 1.19 3GPP releases.

The radio network controller (RNC), which assigns and releases radio channels to the mobile users, receives uplink and downlink measurements, performs the handover procedure, handles outer-loop power control, etc. The Iub interface is not standard and therefore the node Bs with the connected RNCs must be from the same vendor. The RNC with its connected node Bs form a radio network system (RNS).

The RNSs are connected to the core network through the standard Iu interface, which is divided into two branches: Iu-CS for circuit switched (CS) services and Iu-PS for packet

Figure 1.20 R99 UMTS network architecture.
switched (PS) services. The R99 core network is based on a moderate evolution of the GSM/GPRS/EDGE core.

Voice and data traffic, as well as all the radio signalling protocols, are carried transparently from the MS to the RNC. Separation of packet switched and circuit switched services occurs only at the Iu interface. Iu-CS connects circuit switched services (i.e., voice and video calls) to the CS domain based on 3G-MSCs; packet switched services (data) are carried through SGSN and GGSN nodes.

An important evolution of the circuit switched core network was introduced from 3GPP in release 4. Release 4 CS separation of control and transport functions is a first evolution towards an IP-based core network. In this architecture, a connectivity layer is introduced for user data transport. The key element in this layer is the media gateway (MGW). It is connected to a generic packet switching core and opens to any type of underlying transport network. Nb is the interface connecting the MGWs, and supports ATM (asynchronous transfer mode) or IP transport. MSC servers control the MGWs through the Mc interface. The interface between MSC servers is Nc, and supports call control over IP or ATM. When a call is originated in the UMTS access network, the MSC servers establish a connection between the originating MGW and the MGW that is closest to the end-destination. Through this connection, which can be physical or logical depending on the underlying transport network, real time traffic is transported. Figure 1.21 shows the UMTS network architecture provided in release 4 of the 3GPP standard.

Release 5 includes the introduction of the IP multimedia subsystem (IMS), the architecture for IP multimedia services. IMS uses IP to transport signalling and user data and is based on the session initiation protocol (SIP).

---

**Figure 1.21** UMTS network architecture in release 4.
1.2.4 UMTS/HSPA/HSPA+ Access Network

The UMTS/HSPA/HSPA+ access network includes mobile stations (MSs), node Bs, radio network controllers (RNCs) and related interfaces. The radio interface is based on code division multiple access (CDMA), in both FDD and TDD modes.

In the FDD mode, one band is assigned to the uplink and one different band is assigned to the downlink. Each bandwidth is 5 MHz wide. In the TDD mode, a 5 MHz band is shared in time between the uplink and downlink. In most countries only UMTS FDD was installed.

1.2.4.1 CDMA Basics

CDMA is a multiple access technique based on the assignment of different codes to different users. A simplified transmission scheme based on CDMA is illustrated in Figure 1.22.

The signal at bit rate $R_b = 1/T_b$ enters in the channel coding block with coding rate $k/n$, with $k/n \leq 1$. This means that for every $k$ bits of useful information, the encoder generates $n$ bits of data. The bit rate of the signal at the output of the channel coding block is $R'_b = 1/T'_b = (n/k)R_b$.

The key element is the spreading module, which performs spread spectrum with the spreading factor (SF). The spreading module works as follows. Each input bit is multiplied by a

![Figure 1.22 Transmission scheme based on CDMA.](image-url)
codeword (spreading code) having the duration of the bit but which is composed of a number of chips equal to the SF. A chip is one of the pulses forming the codeword $c(t)$.

Multiple access is achieved by assigning different spreading codes to different users. If the codes are orthogonal and the transmission among the different users is synchronous, then each signal can be perfectly decoded. Two codes $c_i(t)$ and $c_j(t)$ are orthogonal if:

$$\frac{1}{T'_b} \int_{T'_b} c_i(t) \cdot c_j(t) dt = E \left[ c_i(t) \cdot c_j(t) \right] \bigg|_{T'_b} = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases}$$  \hspace{0.5cm} (1.1)

The signal encoded with spreading code $c_i(t)$ is:

$$x(t) = b'(t) \cdot c_i(t)$$  \hspace{0.5cm} (1.2)

If $N$ synchronous encoded signals having the same rate $R'_b$ are transmitted and neither noise nor attenuation is taken into account, then the signal at the receiver side is the sum of the $N$ signals:

$$z(t) = \sum_{k=1}^{N} x_k(t) = \sum_{k=1}^{N} b'_k(t) \cdot c_k(t)$$  \hspace{0.5cm} (1.3)

To decode the bit $b'_i$ transmitted from the $i$th user during the interval $T'_b$, the received signal $z(t)$ is multiplied by $c_i(t)$ and then the obtained signal is averaged in $T'_b$:

$$E \left[ z(t) \cdot c_i(t) \right] \bigg|_{T'_b} = \frac{1}{T'_b} \int_{T'_b} \left( \sum_{k=1}^{N} x_k(t) \right) c_i(t) dt = \frac{1}{T'_b} \int_{T'_b} \left( \sum_{k=1}^{N} b'_k c_k(t) \right) c_i(t) dt$$  

$$= \sum_{k=1}^{N} b'_k \frac{1}{T'_b} \int_{T'_b} c_k(t)c_i(t) dt = b'_i$$  \hspace{0.5cm} (1.4)

Equation (1.4) shows that with orthogonal codes and synchronous transmissions, the transmitted signals can be perfectly decoupled. If pseudo-orthogonal codes are used, or the transmitted signals are not synchronous, then an interference component must be taken into account. The encoded signal, which has rate $R_e = SF \cdot R'_b$, goes into the modulator. The modulator clock is 3.84 MHz ($3.84 \times 10^6$ modulation symbols per second), obtained by considering a carrier of 5 MHz and a 0.3 roll-off filter factor.

In UMTS, two families of codes are used: the perfectly orthogonal channellization codes (Walsh–Hadamard codes) and the pseudo-orthogonal codes. Channellization codes have a variable spreading factor (SF) according to $R'_b$ and the rate $k/n$. They are also called orthogonal variable spreading factor (OVSF) codes, channellization codes or spreading codes, and increase the amplitude of the transmission band.

Figure 1.23 shows the construction of OVSF codes. The length of OVSF codes is always a power of two. Pseudo-orthogonal codes are scrambling codes and do not change the transmission bandwidth. In downlink, scrambling codes are associated with different cells; spreading
codes are associated with different users within the same cell. The number of scrambling codes for the downlink is limited to 512 Gold codes, which are used for cell planning. In uplink, scrambling codes discriminate different users; spreading codes discriminate different communications of the same user. The families of scrambling codes used for uplink are made by millions of different codes and is not necessarily code planning.

1.2.4.2 UMTS Logical, Transport and Physical Channels

Logical channels are the resources offered from the medium access control (MAC) layer to the upper layers, and are characterized by the nature of their information content; they carry information related to both user and control planes. Logical channels in UMTS are:

- Broadcast control channel (BCCH): carries system information and network configuration parameters
- Common control channel (CCCH): carries bidirectional control information for MSs not in the connected mode
- Paging control channel (PCCH): used to page an MS
- Dedicated control channel (DCCH): transfers information in the control plane for terminals in the connected mode
- Dedicated traffic channel (DTCH): transfers information in the user plane for terminals in the connected mode

Transport channels are resources offered from the physical to the MAC layer. Transport channels in UMTS can be shared or dedicated. Transport channels in UMTS are:

- Dedicated channel (DCH): downlink and uplink, carries user plane or control plane information
- Broadcast channel (BCH): downlink, sends cell and system information

Figure 1.23 Construction of OVSF codes.
Physical channels are the resources used for transmission over the radio interface. They are defined by a carrier frequency, a forward error correction (FEC) code, a scrambling code and a spreading code. Physical channels are:

- Physical random access channel (PRACH): uplink, carries random access preambles during the random access procedure
- Dedicated physical channel (DPCH): uplink and downlink, carries signalling (dedicated physical control channel, or DPCCH) and data (dedicated physical data channel, or DPDCH) dedicated to a connection
- Primary common control physical channel (PCCPCH): downlink, carries BCH
- Secondary common control physical channel (SCCPCH): downlink, carries PCH and FACH

Figure 1.24 shows downlink and uplink channels at logical, transport and physical layers and their mapping. In the figure are also shown the following channels:

- Synchronization channel (SCH): downlink, to synchronize the mobile stations to the network
- Indicator channels (ICHs): signalling entities with Boolean value

Examples of indicators are:

- Acquisition indicator channel (AICH): downlink, for the response to the preamble in the PRACH
- Paging indicator channel (PICH): downlink, indicates to the MS in the sleep mode to listen to the paging channel in the subsequent frame; the sleep mode is a discontinuous reception mode to save batteries

When an MS switches on, it searches and selects one cell through the synchronization signals, then derives system information from the PCCPCH, executes the random access procedure and sends signalling to register to the network.

Figure 1.25 shows an example with the use of logical, transport and physical channels in the radio resource control (RRC) connection setup procedure. The RRC protocol performs allocation and release of the radio resources, admission and congestion control, etc. It is at layer 3 in the control plane protocol stack.

### 1.2.4.3 UMTS Modulations

The FDD version of UMTS uses quadrature phase shift keying (QPSK) modulation in downlink and dual binary phase shift keying (BPSK) modulation in uplink. Dedicated physical channels DPDCH and DPCCH are multiplexed in time in downlink, and each constellation symbol carries DPDCH or DPCCH, transmitted with the same SF (from 4 to 512). In uplink, the
Figure 1.24 Logical, transport and physical channels mapping.
I-branch carries DPCCH (with fixed $SF = 256$) and the Q-branch carries DPDCH (with a variable $SF$ from 4 to 256). Figure 1.26 shows the modulations in the UMTS FDD mode.

In uplink, to maintain the synchronization between MS and BTS, DPCCH is transmitted also during DPDCH pauses. The physical resources are allocated in UMTS for an interval called the transmission time interval (TTI). The shortest TTI is 10 ms, but it can also be of 20 ms, 40 ms and 80 ms. In UMTS, information is structured in frames of 10 ms and 15 time slots.

**Figure 1.25** Example of the RRC connection setup procedure.

**Figure 1.26** Modulations in the UMTS FDD mode.
1.2.4.4 HSPA

High speed packet access (HSPA) is the UMTS evolution for high bit rate data transmission. It can be divided into its downlink and uplink versions: high speed downlink packet access (HSDPA) and high speed uplink packet access (HSUPA).

HSDPA has been introduced in release 5 of the 3GPP standard and includes:

- Addition of 16-QAM (quadrature amplitude modulation) to the QPSK;
- Adaptive modulation and coding (AMC), with peak bit rate up to 14.4 Mbit/s;
- Fixed spreading factor $SF = 16$ and multicode transmission;
- Introduction of new radio channels; and
- Some RNC functionalities are moved to node B.

HSDPA introduces a new transport channel, the high speed downlink shared channel (HS-DSCH), where the TTI is reduced at 2 ms. Different users can be multiplexed in adjacent TTIs in the same HS-DSCH. The HS-DSCH is mapped at the physical layer into the high speed physical downlink shared channel (HS-PDSCH).

In the uplink, an acknowledgement of the radio block (ACK/NACK) is carried in a physical dedicated control channel, the high speed dedicated physical control channel (HS-DPCCH). The HS-DPCCH also carries the channel quality indicator (CQI), corresponding to the modulation and coding scheme (MCS) and transport block size (TBS), for which the estimated received downlink transport block error rate (BLER) shall not exceed 10%. TBS is the amount of data carried in a TTI.

Figure 1.27 shows that different users are multiplexed in the HS-DSCH with 2 ms TTIs. In the uplink, the HS-DPCCH carries ACK/NACKs and CQIs.

![Figure 1.27 HSDPA transmission on the HS-DSCH and feedbacks.](image)
Scheduling information is carried in a new downlink shared control channel, the high speed shared control channel (HS-SCCH). It uses a code with SF = 128 and sends, in an interval of 2 ms, the transport format (TF), which represents the information needed to demodulate and decode (modulation and coding scheme, transport block size) the data sent to a mobile station on the HS-DSCH. In particular, scheduling information is divided into two parts:

- Part 1: lasts for one time slot and carries the information necessary to demodulate the HS-DSCH. It contains the mobile station MAC identifier, the modulation and the channelization code Set (CCS), which identifies the assigned spreading codes.
- Part 2: is superimposed on to the HS-DSCH and carries the information necessary to decode the HS-DSCH, like the transport block size (TBS) and the hybrid automatic repeat request (HARQ) scheme.

Figure 1.28 shows the HS-SCCH carrying scheduling information.

Table 1.4 shows some examples of transport formats. The first row shows the R99 transport format for the 384 kbps bit rate. The last row shows that, in order to reach the maximum bit rate of 14.4 Mbps, the whole cell capacity must be assigned to a single user (15 codes with SF = 16) with 16 QAM modulation and no encoding (coding rate = 1).

HSUPA uses most features of UMTS R99. It has been introduced in release 6 of the 3GPP standard and provides:

- Adaptive encoding, with multicode transmission and a peak bit rate up to 5.76 Mbps
- Some RNC functionalities are moved to node B

A new dedicated transport channel, the enhanced dedicated channel (E-DCH), has been introduced. It supports multicode transmission and adaptive encoding. To support HSUPA, the following physical channels have been added to the radio interface:

- Enhanced HARQ indicator channel (E-HICH): downlink, used to send HARQ ACKs
- Enhanced relative grant channel (E-RGCH): provides relative step up/down scheduling commands
### Table 1.4  HSDPA transport formats

<table>
<thead>
<tr>
<th>Modulation</th>
<th>TBS (bit)</th>
<th>TTI (ms)</th>
<th>Coding rate</th>
<th>RLC data rate (Mbps)</th>
<th>Number of codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>QPSK (R99)</td>
<td>3840</td>
<td>10</td>
<td>1/3</td>
<td>0.384</td>
<td>1 (SF = 8)</td>
</tr>
<tr>
<td>QPSK</td>
<td>317</td>
<td>2</td>
<td>1/3</td>
<td>0.16</td>
<td>1 (SF = 16)</td>
</tr>
<tr>
<td>QPSK</td>
<td>461</td>
<td>2</td>
<td>1/2</td>
<td>0.23</td>
<td>1 (SF = 16)</td>
</tr>
<tr>
<td>QPSK</td>
<td>931</td>
<td>2</td>
<td>1/2</td>
<td>0.46</td>
<td>2 (SF = 16)</td>
</tr>
<tr>
<td>QPSK</td>
<td>1483</td>
<td>2</td>
<td>1/2</td>
<td>0.74</td>
<td>4 (SF = 16)</td>
</tr>
<tr>
<td>QPSK</td>
<td>2279</td>
<td>2</td>
<td>1/2</td>
<td>1.14</td>
<td>5 (SF = 16)</td>
</tr>
<tr>
<td>QPSK</td>
<td>3319</td>
<td>2</td>
<td>~0.7</td>
<td>1.65</td>
<td>5 (SF = 16)</td>
</tr>
<tr>
<td>16-QAM</td>
<td>3565</td>
<td>2</td>
<td>~0.4</td>
<td>1.8</td>
<td>5 (SF = 16)</td>
</tr>
<tr>
<td>16-QAM</td>
<td>4664</td>
<td>2</td>
<td>1/2</td>
<td>2.3</td>
<td>5 (SF = 16)</td>
</tr>
<tr>
<td>16-QAM</td>
<td>7168</td>
<td>2</td>
<td>3/4</td>
<td>3.6</td>
<td>5 (SF = 16)</td>
</tr>
<tr>
<td>16-QAM</td>
<td>11 418</td>
<td>2</td>
<td>3/4</td>
<td>5.7</td>
<td>8 (SF = 16)</td>
</tr>
<tr>
<td>16-QAM</td>
<td>14 411</td>
<td>2</td>
<td>3/4</td>
<td>7.2</td>
<td>10 (SF = 16)</td>
</tr>
<tr>
<td>16-QAM</td>
<td>17 237</td>
<td>2</td>
<td>3/4</td>
<td>8.6</td>
<td>12 (SF = 16)</td>
</tr>
<tr>
<td>16-QAM</td>
<td>21 754</td>
<td>2</td>
<td>3/4</td>
<td>10.9</td>
<td>15 (SF = 16)</td>
</tr>
<tr>
<td>16-QAM</td>
<td>25 558</td>
<td>2</td>
<td>~0.9</td>
<td>12.8</td>
<td>15 (SF = 16)</td>
</tr>
<tr>
<td>16-QAM</td>
<td>28 776</td>
<td>2</td>
<td>1</td>
<td>14.4</td>
<td>15 (SF = 16)</td>
</tr>
</tbody>
</table>

- Enhanced absolute grant channel (E-AGCH): provides absolute scheduling for the user equipment (UE)
- Enhanced dedicated physical data channel (E-DPDCH): carries user plane information
- Enhanced dedicated physical control channel (E-DPCCH): carries control plane information

Figure 1.29 shows HSDPA and HSUPA logical, transport and physical channels and their mapping.

![HSDPA and HSUPA logical, transport and physical channels and their mapping](image-url)
Table 1.5  HSPA and HSPA+ principal features

<table>
<thead>
<tr>
<th>3GPP release</th>
<th>Features</th>
<th>RLC bit rate (Mbps)</th>
<th>DL</th>
<th>Features</th>
<th>RLC bit rate (Mbps)</th>
<th>UL</th>
</tr>
</thead>
<tbody>
<tr>
<td>R6</td>
<td>16-QAM</td>
<td>14.4</td>
<td></td>
<td>Dual BPSK</td>
<td>5.76</td>
<td></td>
</tr>
<tr>
<td>R7</td>
<td>64-QAM</td>
<td>21.1</td>
<td></td>
<td>16-QAM</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td>R7</td>
<td>16-QAM, 2 × 2 MIMO</td>
<td>28.8</td>
<td></td>
<td>16-QAM</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td>R8</td>
<td>64-QAM, 2 × 2 MIMO</td>
<td>42.2</td>
<td></td>
<td>16-QAM</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td>R9</td>
<td>64-QAM, 2 × 2 MIMO, dual carrier (10 MHz)</td>
<td>84</td>
<td></td>
<td>16-QAM, dual carrier</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>R10</td>
<td>64-QAM, 2 × 2 MIMO, four carrier aggregation (20 MHz)</td>
<td>168</td>
<td></td>
<td>16-QAM, dual carrier</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>R11</td>
<td>64-QAM, 4 × 4 MIMO, four carrier aggregation (20 MHz)</td>
<td>336</td>
<td></td>
<td>64-QAM, dual carrier, 2 × 2 MIMO</td>
<td>69</td>
<td></td>
</tr>
</tbody>
</table>

1.2.4.5 HSPA+

The evolved high speed packet access is also called HSPA+ and has been standardized starting from release 7. It introduces new features at the physical layer to increase the maximum uplink (UL) and downlink (DL) bit rates and new features at the MAC layer to enhance packet connectivity performances.

The principal features introduced at the physical layer up to release 11 are:

- Higher order QAMs: used to increase uplink and downlink bit rates.
- Multiple input multiple output (MIMO) antennas: used to enhance the received signal to noise ratio (SNR) or to multiply the bit rate. An introduction to MIMO is given in Section 1.2.6.4 of this book.
- Carrier aggregation: more carriers of 5 MHz each are aggregated to multiply the bit rate.

Table 1.5 shows the features introduced in HSPA+ up to 3GPP release 11.

1.2.5 LTE Network Architecture

LTE is a new system standardized by 3GPP. The work on LTE started with a workshop in Toronto, on 2 and 3 November 2004. During the workshop, manufacturers, researchers and operators contributed to identify the high level requirements for the evolution of UTRAN. The focus was mainly on the radio access with several proposals for radio evolution. From December 2004 to June 2006 feasibility studies on the LTE system were conducted.

LTE requirements, identified from the beginning, concerned services (support of voice and multimedia over IP, high uplink and downlink bit rates, low latency), radio performances (scalable bandwidth, usage of MIMO to improve the throughput), costs (simplified network architecture, transport of user plane and control plane over IP) and interworking with existing radiomobile networks [6].
The detailed standard work started in June 2007. The 3GPP goal was ‘to develop a framework for the evolution of the 3GPP radio-access technology towards a high-data-rate, low-latency and packet-optimized radio-access technology’.

In parallel to the project for the definition of LTE radio access, a 3GPP project related to the core network started. The project was called system architecture evolution (SAE) with the aim of standardizing the evolved packet core (EPC). EPC is an all IP network which supports not only the LTE access but also other 3GPP (GSM/GPRS/EDGE, UMTS/HSPA/HSPA+) and non-3GPP (WLAN (wireless local area network), WiMAX, etc.) access networks.

At the end of 2008 the 3GPP release 8 was completed. It specifies LTE OFDMA-based access and defines the EPC. Because EPC is an all IP network, it does not support voice unless the IP multimedia subsystem (IMS) is implemented.

Two functionalities for the voice service are defined:

- Radio voice call continuity (RVCC). This functionality provides that a VoIP (voice over IP)/IMS service using the LTE radio access moves, if necessary, from the LTE packet switched domain to the 2G or 3G circuit switched domain.
- Circuit switched fallback (CSFB). This functionality does not need IMS and enables circuit switched voice for LTE devices. When an LTE mobile station makes or receives a voice call, it moves (‘falls back’) to the 3G or 2G network to serve the call.

Home evolved node B (H-eNB) is supported by 3GPP release 8. Release 9 appeared at the end of 2009, introducing enhancements to HSPA and LTE release 8. Release 10 appeared in 2011 and introduced features for LTE advanced.

Figure 1.30 shows the LTE network architecture with its access network, called evolved UTRAN (E-UTRAN), and the evolved packet core (EPC). From the figure is clear that the network structure is extremely simplified. In fact, the only node in the access network is the evolved node B (eNB), which includes the functions of the base station and its controller.

Home evolved node B (H-eNB) is supported by 3GPP release 8. Release 9 appeared at the end of 2009, introducing enhancements to HSPA and LTE release 8. Release 10 appeared in 2011 and introduced features for LTE advanced.

Figure 1.30 shows the LTE network architecture with its access network, called evolved UTRAN (E-UTRAN), and the evolved packet core (EPC). From the figure is clear that the network structure is extremely simplified. In fact, the only node in the access network is the evolved node B (eNB), which includes the functions of the base station and its controller.

The eNB main functionalities are:

- Radio resource management: radio bearer control, radio admission control, scheduling of resources in uplink and downlink, retransmission handling,
- Mobility management,
- IP header compression and encryption of user data,
- Selection of a mobility management entity (MME) at the UE attachment, if the UE does not provide this information,
- Routing of user data to a gateway,
- Scheduling and transmission of control messages (paging, broadcast), and
- Measurement and measurement reporting configuration for mobility and scheduling.

The eNBs are interconnected through the X2 interface, which carries both data (user plane) and signalling (control plane).

In the EPC, signalling and data are separated and managed by different nodes. The MME is connected to the eNBs through the S1-MME interface, which carries control plane messages. The system architecture evolution gateway (SAE GW) is connected to the eNBs through the S1-U interface, which carries user plane messages. The home subscriber server (HSS) is the repository of all permanent user data, like the subscriber profile and the permanent key for authentication, ciphering and integrity protection. It also stores the location of the user at the level of visited network control node, such as MME.
The MME manages mobility, MS identities and security parameters. The principal functions of the MME are:

- It executes tracking and paging procedures and assigns temporary identities.
- During the attach (registration) procedure, it receives the attach request message from the eNB and forwards to the SAE GW the ‘create default bearer request’.
- It is involved in intra-LTE handover, which includes a core network node reallocation.
- It executes authentication and ciphering procedures.

Contextual with the registration, a connection called the default bearer is set up and an IP address is assigned to the MS.

The SAE gateway can be separated into two gateways: the serving gateway (SGW) and the packet gateway (PGW). The primary task of the SGW is IP routing and forwarding of IP packets. It is the user plane anchor for inter-eNB handover and when the user moves among 3GPP access technologies. The PGW is connected to the SGW and to the external networks. It is responsible for the QoS and is the user plane anchor when the MS moves among 3GPP and non-3GPP radio access technologies. One MS can have simultaneous access to more than one PGW (e.g., to have access to different packet data networks). The SAE gateway also performs packet filtering and IP address allocation to mobile stations.
The last element included in the EPC is the policy and charging resource function (PCRF), connected with the Gx interface (signalling only) to the PGW. It implements policy and charging rules and elaborates policy and charging control requests. The EPC can be easily integrated with both 3GPP and non-3GPP access networks, such as fixed broadband, wireless LANs, WiMAX, etc. It allows full mobility among 3GPP access networks and roaming among other access networks. The EPC is an IP-based core network; it does not natively support voice and multimedia.

The initial development of LTE does not support voice service, unless the network operator implements the IP multimedia subsystem (IMS). Release 8 of the 3GPP standard introduces the circuit switched fallback (CSFB) procedure, which provides a mobile station camped on LTE to be served, for the voice service, from the other existing 3G or 2G access networks. This requires 2G/3G coverage and a new interface, the SGW, between the MME and the MSC server.

Figure 1.31 shows the protocol architecture implemented in LTE network nodes. The radio protocol stack in eNBs includes:

- Physical layer (PHY): involves both user and control planes and performs synchronization, channel coding, interleaving, demodulation, multiplexing, measurement and measurement reporting.
- Medium access control (MAC): involves both user and control planes and performs channel access control mechanisms, packet queuing, priority handling. It is the lower part of the second layer in the protocol stack.
- Radio link control (RLC): handles flow control, segmentation, error control, retransmissions. It is the upper part of the second layer in the protocol stack.
- Packet data convergence protocol (PDCP): performs IP header compression for radio transmission in the user plane (UP) and encryption and integrity protection in the control plane (CP).
- Radio resource control (RRC): in the control plane, performs allocation and release of the radio resources, admission and congestion control, and intercell radio resource management. It is at layer 3 in the CP protocol stack.

Other protocols related to the control plane, but not related to the radio interface, are implemented in eNBs and MMEs. Such protocols provide non-access stratum (NAS) functionalities and are mobility management (MM), session management (SM), call control (CC) and identity management (IM).

1.2.6 LTE Access Network

The LTE access network is the E-UTRAN, which as a flat architecture of interconnected evolved node Bs (eNBs). The LTE radio interface is based on the following enabling technologies:

- OFDMA (orthogonal frequency division multiple access): used for downlink (from eNB to MS),
- SC-FDMA (single carrier FDMA): used for uplink (from MS to eNB),
- MIMO (multiple input multiple output) antennas,
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• Multicarrier channel-dependent resource scheduling, and
• Fractional frequency reuse.

In the following paragraphs are presented the main features of the LTE radio interface.

1.2.6.1 OFDM and OFDMA

OFDMA, which stands for orthogonal frequency division multiple access, is a multiple access technique based on orthogonal frequency division multiplexing (OFDM) modulation, a particular case of multicarrier transmission. In OFDM a high bit rate bit stream is split into low bit rate multiple streams, each of which is transmitted on a separated subcarrier.

OFDM subcarriers (unlike FDM) are formed to partially overlap, allowing a considerable saving in terms of bandwidth. OFDM presents the following advantages:

• The usage of orthogonal subcarriers eliminates noises due to partial spectra overlapping.
• An OFDM signal is the sum of PSK or QAM modulated signals in each subcarrier.
• OFDM is robust in an environment with frequency selective fading.
• OFDM is robust against narrowband interference.
• In slowly time-varying channels, it is possible to adjust the rate of each subcarrier in the function of the signal to noise ratio (SNR) at the receiver side.
• OFDM makes possible single frequency networks.
• OFDM makes possible scalable bandwidth.

In OFDMA, multiple access among different users is achieved by assigning to each user a group of subcarriers in certain slots of time.

Figure 1.32 shows the difference between OFDM and OFDMA: in OFDM each user transmits using all subcarriers; in OFDMA the subcarriers are shared, at the same time, among different users. A user can transmit over contiguous or noncontiguous subcarriers. LTE uses OFDMA for downlink multiple access.

![Figure 1.32 OFDM and OFDMA.](image-url)
1.2.6.2 OFDM Basics

OFDM is a multicarrier modulation where a high bit rate bit stream is split into multiple streams at low bit rates, each of which is QAM-modulated on a separated subcarrier. Figure 1.33 shows the QAM-modulator scheme.

The QAM-modulated signal is:

$$X(t) = \sum_{n=-\infty}^{\infty} \text{Re} \left( (a_n + j b_n) u(t - nT) e^{j2\pi f_c t} \right)$$

where $T$ is the symbol time, $(a_n + j b_n)$ is the QAM symbol transmitted at $n$th symbol time, $u(t)$ is a filter that satisfies the Nyquist condition for the absence of intersymbol interference and $f_c$ is the carrier frequency. A multicarrier signal is generated by summing $N$ QAM modulated signals:

$$X(t) = \text{Re} \left\{ \sum_{i=0}^{N-1} X_i(t) \right\} = \text{Re} \left\{ \sum_{n=-\infty}^{\infty} \sum_{i=0}^{N-1} [X_{n,i} u(t - nT) e^{j2\pi f_i t}] \right\}$$

where $T$ is the symbol time, $X_{n,i} = a_{n,i} + j b_{n,i}$ is the symbol transmitted over the $i$th subcarrier at $n$th symbol time and $f_i$ is the $i$th subcarrier.

Two different subcarriers ($i$ and $j$) are orthogonal if:

$$\frac{1}{T} \int_{-\infty}^{\infty} u(t) e^{j2\pi f_i t} \cdot u(t) e^{j2\pi f_j t} dt = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases}$$

In OFDM the subcarriers are spaced of $\Delta f = 1/T$. If $f_i = f_0 + 1/T$, Equation (1.6) can be written as follows:

$$X(t) = \text{Re} \left\{ \sum_{i=1}^{N} X_i(t) \right\} = \sum_{n=-\infty}^{\infty} \text{Re} \left\{ u(t - nT) e^{j2\pi f_0 t} \sum_{i=0}^{N-1} X_{n,i} e^{j2\pi i(t/T)} \right\}$$
Observe that the component:

\[ X_{bb}(t) = \sum_{i=0}^{N-1} \{ X_{n,i} e^{j2\pi i(i/T)} \} \]

is the equivalent baseband signal at the \( n \)th symbol time and is an inverse Fourier transform.

If \( X_{bb}(t) \) is sampled at \( kT/N \) intervals, the following discrete sequence is obtained:

\[ x_{n,k} = \sum_{i=0}^{N-1} \{ X_{n,i} e^{j2\pi i(k/N)} \}, \quad k = 0, \ldots, N - 1 \] (1.9)

Equation (1.9) is the expression of the inverse discrete Fourier transform (IDFT) of the modulation symbols at time \( n \): \( \{ X_{n,1} X_{n,2} \ldots X_{n,N} \} \), less than a scale factor \( N \). The sequence \( \{ x_{n,1} x_{n,2} \ldots x_{n,N} \} \), transmitted in a symbol time \( T \) at \( kT/N \) intervals, is called the OFDM symbol.

Equation (1.8) suggests an equivalent implementation of a multicarrier modulation with an inverse fast Fourier transform (IFFT) operation in the baseband section of the modulator. The equivalent modulator scheme is shown in Figure 1.34.

At the transmission side, in the symbol time \( n \), \( N \) symbols \( X_i \) are put as input to the IFFT block to generate the OFDM symbol \( \{ x_1 x_2 \ldots x_N \} \). Then there is a transformation from parallel to serial (at time distance \( T/N \)) and, through a digital to analogue converter, two signals (the real and imaginary component of the sequence of \( \{ x_i \} \)) are generated and modulated at frequency \( f_0 \).

At the reception side, the \( f_0 \) carrier is demodulated and an estimate of the real and imaginary parts of the transmitted signal is derived. The sequence of \( \{ \hat{x}_i \} \) is obtained by sampling the received signal at step \( T/N \). Then the fast Fourier transform (FFT) operation returns an estimate of the QAM symbol transmitted on each subcarrier. The corresponding demodulator scheme is shown in Figure 1.35.

In an equivalent digital baseband transmission model, a channel can be modelled in the time domain through an FIR (finite impulse response) filter with \( \nu + 1 \) taps: \( h_0 h_1 \ldots h_\nu \). If
\{x_1, x_2, \ldots, x_N\} are transmitted on the equivalent baseband channel in a symbol time, the channel output is:

\[ x_k = \sum_{i=0}^{\nu} x_{k-i} h_i \]

The presence of a channel with memory generates inter-OFDM symbols interference. In order to eliminate such interference, a prefix of \(\nu\) symbols is added to the transmitted sequence of \(\{x_i\}\). The periodicity of the input sequence is simulated by replicating the last \(\nu\) samples of the sequence and placing them in the head. The obtained prefix is called the cyclic prefix. Figure 1.36 shows the equivalent baseband transmission scheme with the insertion of the cyclic prefix at the transmission side and removal of added samples at the reception side.

1.2.6.3 SC-FDMA Basics

Figure 1.37 shows the scheme of a single carrier FDMA (SC-FDMA) transmission. Unlike OFDM, the QAM symbols are turned to the frequency domain through a discrete Fourier transform (DFT) block, obtaining a sequence of discrete symbols that are associated with the subcarriers and then converted back in time through an IFFT.

The SC-FDMA is used in LTE for uplink multiple access. It is based on FDMA but it implies the use of orthogonal subcarriers. A DFT preprocessing is added to a conventional OFDMA transmitter. The frequency resource is shared among different users by assigning nonoverlapping adjacent groups of subcarriers. Therefore, bandwidth allocation in uplink is continuous. The reason for choosing SC-FDMA for the uplink is that it presents a low peak-to-average power ratio (PAPR), which implies an efficient use of power amplifiers and therefore a significant reduction in mobile station battery consumption.

1.2.6.4 MIMO Basics

A MIMO system consists of \(m\) transmit and \(n\) receive antennas, with \(n \geq m\). If a narrowband channel is assumed, the connection between the transmitting antenna \(i\) and the receiving
Figure 1.36 Equivalent OFDM baseband transmission scheme with cyclic prefix.
antenna \( j \) can be expressed through a component \( h_{ij} \) and the MIMO system can be modelled as shown in Figure 1.38.

If \( s_i \) is the signal at the \( i \)th transmitting antenna (\( i = 1, 2, \ldots, m \)), the signal at the \( j \)th (\( j = 1, 2, \ldots, n \)) receiving antenna is:

\[
y_j = h_{j1}s_1 + h_{j2}s_2 + \cdots + h_{jm}s_m + n_j
\]  

(1.10)

where \( n_j \) is the received noise component at the \( j \)th antenna.

\[
\begin{align*}
y_1 &= h_{11}s_1 + h_{12}s_2 + \cdots + h_{1m}s_m + n_1 \\
&\quad \cdots \\
y_n &= h_{n1}s_1 + h_{n2}s_2 + \cdots + h_{nm}s_m + n_n \\
&= Hs + n
\end{align*}
\]

Figure 1.37  SC-FDMA transmission scheme.

Figure 1.38  MIMO model.
In a MIMO system three techniques live together:

- Diversity
- Spatial multiplexing
- Beamforming

**Diversity**

The diversity technique can be applied at both the transmitter side and the receiver side. The purpose of diversity is to improve the quality of the received signal, namely having a higher signal to noise ratio (SNR) at the receiver side.

Because of different transmission paths, the receiver sees differently faded signals. The most used techniques for the diversity at the receiver side are:

- Switched diversity, which always chooses the strongest signal,
- Equal gain combining (EGC), which coherently sums the received signals, and
- Maximum ratio combining (MRC), which optimally combines the received signals, where the signals are weighted proportionally to their signal to noise ratio.

The receive diversity does not require the compliance to a standard.

In the diversity at the transmission side, copies of the same signal, differently encoded, are sent through the transmitting antennas. Space–time codes are used for transmit diversity, where multiple copies of the signal are transmitted from different antennas at different times. Alamouti developed a two-branch transmit diversity scheme with two transmitting and two receiving antennas [7]. Pseudo-Alamouti coding schemes have been developed for multiple antennas.

**Beamforming**

Beamforming is a technique that creates a directional radiation pattern to a user, thus reducing the interference and increasing the antenna gain. The final goal is to increase the SNR at the receiver side.

There are two different beamforming techniques:

- Switched beamforming is based on phased array antennas with many fixed predefined radiation patterns. The radiation pattern is chosen as a function of the requirements of the cell (i.e., position of users) and can be varied if conditions change.
- Adaptive beamforming is based on adaptive array antennas, able to adjust the radiation pattern as a function of the user’s position. With adaptive beamforming it is possible to have a null of the radiation pattern corresponding to the interfering signals, thus optimizing the SNR at the receiver side.

Figure 1.39 shows two examples of switched and adaptive beamforming.

**Spatial Multiplexing**

The goal of spatial multiplexing is to increase the data rate rather than improve the quality of the transmission. The bit rate is improved by a factor $m$ through the transmission of different streams via separate antennas. In general, spatial multiplexing requires low correlation among
propagation paths, which implies that matrix $H$ is full rank (i.e., the row vectors are linearly independent).

The streams can be decoupled at the receiver side by using the following different methods:

- **Open loop**: other than the data stream, a known sequence is transmitted for channel estimation. The receiver can apply interference cancellation techniques.
- **Closed loop**: to decouple the propagation paths a feedback information, called channel state information (CSI), is sent from the receiver to the transmitter. A precoding matrix $W$ is applied at the transmission side according to the estimated channel matrix. Figure 1.40 shows an example where the channel matrix $H$ is decomposed on eigenvalues ($H = U \Sigma V^{-1}$, where $\Sigma$ is the diagonal eigenvalues matrix, $U^{-1}U = I$ and $V^{-1}V = I$). In this case the precoding matrix is $W = V$. At the receiver, by applying $U^{-1}$ the propagation paths are perfectly decoupled. In fact, the signal received on the $i$th antenna is $y_j = \sigma_j s_j$.

The choice of the correct MIMO technique strongly depends on the channel estimation. If the channel matrix $H$ is low-rank (i.e., mobile channel), then diversity techniques are used; if the channel matrix $H$ is high-rank (i.e., static channel), then spatial multiplexing with a number of spatial streams equal to the matrix rank is preferred.

**Collaborative MIMO (Multiuser MIMO)**

In multiuser MIMO (MU-MIMO), the idea is that different special streams belong to different users. This technique is useful in uplink because it needs only one transmitting antenna.

![Figure 1.39](image)

**Figure 1.39** Switched and adaptive beamforming.

![Figure 1.40](image)

**Figure 1.40** Example of closed loop spatial multiplexing.
### Table 1.6  Bands for LTE FDD

<table>
<thead>
<tr>
<th>Band</th>
<th>Uplink (MHz)</th>
<th>Downlink (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2100</td>
<td>1920–1980</td>
<td>2110–2170</td>
</tr>
<tr>
<td>1900</td>
<td>1850–1910</td>
<td>1930–1990</td>
</tr>
<tr>
<td>1800</td>
<td>1710–1785</td>
<td>1805–1880</td>
</tr>
<tr>
<td>1700/2100</td>
<td>1710–1755</td>
<td>2110–2155</td>
</tr>
<tr>
<td>850</td>
<td>824–849</td>
<td>869–894</td>
</tr>
<tr>
<td>800</td>
<td>830–840</td>
<td>875–885</td>
</tr>
<tr>
<td>2600</td>
<td>2500–2570</td>
<td>2620–2690</td>
</tr>
<tr>
<td>900</td>
<td>880–915</td>
<td>925–960</td>
</tr>
<tr>
<td>1700</td>
<td>1750–1785</td>
<td>1845–1880</td>
</tr>
<tr>
<td>1700/2100</td>
<td>1710–1770</td>
<td>2110–2170</td>
</tr>
<tr>
<td>1500</td>
<td>1427.9–1452.9</td>
<td>1475.9–1500.9</td>
</tr>
<tr>
<td>US700</td>
<td>698–716</td>
<td>728–746</td>
</tr>
<tr>
<td>US700</td>
<td>777–787</td>
<td>746–756</td>
</tr>
<tr>
<td>US700</td>
<td>788–798</td>
<td>758–768</td>
</tr>
<tr>
<td>US700</td>
<td>704–716</td>
<td>734–746</td>
</tr>
<tr>
<td>Japan800</td>
<td>815–830</td>
<td>860–875</td>
</tr>
<tr>
<td>Japan800</td>
<td>830–845</td>
<td>875–890</td>
</tr>
</tbody>
</table>

### 1.2.6.5  LTE Radio Interface

LTE is specified in both TDD and FDD modes, with a scalable bandwidth. The specified bandwidths are in MHz: 1.4, 3, 5, 10, 15 and 20. Some of the possible bands for LTE FDD are listed in Table 1.6. Some of the possible bands for LTE TDD are listed in Table 1.7.

In the time domain, a frame of 10 ms is defined in both TDD and FDD modes, with slots of 0.5 ms. Also one subframe of 1 ms, which is the transmission time interval (TTI), is defined. In TDD it is possible to dynamically change the uplink and downlink allocation in order to meet load requirements. The multiple access technique is OFDMA in downlink and SC-FDMA in uplink, both based on subcarrier spacing of 15 kHz, regardless of the channel bandwidth. The number of subcarriers varies from 72 in a channel of 1.4 MHz to 1200 in a 20 MHz channel.

The atomic radio resource is the **resource element**, which is one OFDM symbol in one subcarrier. The radio resource is the **physical resource block**, which includes 12 subcarriers in

### Table 1.7  Bands for LTE TDD

<table>
<thead>
<tr>
<th>Band</th>
<th>Uplink and downlink (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UMTS TDD1</td>
<td>1900–1920</td>
</tr>
<tr>
<td>UMTS TDD2</td>
<td>2010–2025</td>
</tr>
<tr>
<td>US1900 UL</td>
<td>1850–1910</td>
</tr>
<tr>
<td>US1900 DL</td>
<td>1930–1990</td>
</tr>
<tr>
<td>US1900</td>
<td>1910–1930</td>
</tr>
<tr>
<td>2600</td>
<td>2570–2620</td>
</tr>
<tr>
<td>UMTS TDD</td>
<td>1880–1920</td>
</tr>
<tr>
<td>2300</td>
<td>2300–2400</td>
</tr>
</tbody>
</table>
a slot of 0.5 ms. Therefore, a physical resource block occupies a bandwidth of 180 MHz in 0.5 ms. This is valid for both downlink (OFDMA) and uplink (SC-FDMA). However, because TTI in LTE is 1 ms, the minimum allocable resource is a group of 12 subcarriers (180 MHz) in a time of 1 ms. Figure 1.41 shows the frame with 20 time slots, the resource block and the minimum allocable resource in the TTI of 1 ms.

Table 1.8 shows the different number of subcarriers and resource blocks in the case of channel bandwidths of 1.4, 3, 5, 10 and 20 MHz. Tables 1.9 and 1.10 show some downlink and uplink modulation and coding schemes with corresponding bit rates at the physical layer as a function of the bandwidth (expressed in Mbps). The modulation and coding scheme can be changed per allocated resource and is adaptive with respect to the radio channel conditions. MIMO usage can be single stream (SS) or multiple streams (2 × 2 or 4 × 4). In the case of multiple streams, spatial multiplexing is used to multiply the bit rate.

### 1.2.6.6 LTE Physical, Transport and Logical Channels

Figure 1.42 shows the LTE radio protocol stacks for user and control planes. The radio protocol stacks for user and control planes include the physical layer, medium access control (MAC),

<table>
<thead>
<tr>
<th>Channel bandwidth (MHz)</th>
<th>1.4</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of subcarriers</td>
<td>72</td>
<td>180</td>
<td>300</td>
<td>600</td>
<td>900</td>
<td>1200</td>
</tr>
<tr>
<td>Number of resource blocks</td>
<td>6</td>
<td>15</td>
<td>25</td>
<td>50</td>
<td>75</td>
<td>100</td>
</tr>
</tbody>
</table>
Table 1.9  Downlink modulation and coding schemes with corresponding bit rates (Mbps)

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Coding rate $k/n$</th>
<th>MIMO usage</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.4 MHz</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>SS</td>
<td>0.8</td>
</tr>
<tr>
<td>16-QAM</td>
<td>1/2</td>
<td>SS</td>
<td>1.5</td>
</tr>
<tr>
<td>16-QAM</td>
<td>3/4</td>
<td>SS</td>
<td>2.3</td>
</tr>
<tr>
<td>64-QAM</td>
<td>3/4</td>
<td>SS</td>
<td>3.5</td>
</tr>
<tr>
<td>64-QAM</td>
<td>1</td>
<td>SS</td>
<td>4.6</td>
</tr>
<tr>
<td>64-QAM</td>
<td>3/4</td>
<td>2 × 2</td>
<td>6.6</td>
</tr>
<tr>
<td>64-QAM</td>
<td>1</td>
<td>2 × 2</td>
<td>8.8</td>
</tr>
<tr>
<td>64-QAM</td>
<td>1</td>
<td>4 × 4</td>
<td>16.6</td>
</tr>
</tbody>
</table>

Table 1.10  Uplink modulation and coding schemes with correspondent bit rates (Mbps)

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Coding rate $k/n$</th>
<th>MIMO usage</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.4 MHz</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>SS</td>
<td>0.9</td>
</tr>
<tr>
<td>16-QAM</td>
<td>1/2</td>
<td>SS</td>
<td>1.7</td>
</tr>
<tr>
<td>16-QAM</td>
<td>3/4</td>
<td>SS</td>
<td>2.6</td>
</tr>
<tr>
<td>16-QAM</td>
<td>1</td>
<td>SS</td>
<td>3.5</td>
</tr>
<tr>
<td>64-QAM</td>
<td>3/4</td>
<td>SS</td>
<td>3.9</td>
</tr>
<tr>
<td>64-QAM</td>
<td>1</td>
<td>SS</td>
<td>5.2</td>
</tr>
</tbody>
</table>

Figure 1.42  LTE radio protocol stacks for user and control planes.
radio link control (RLC) and packet data convergence protocol (PDCP). Radio resource control (RRC) is on top of PDCP for the control plane. The physical layer is responsible for all the radio transmission functions.

MAC, RLC and PDCP are layer two protocols. MAC multiplexes packet data units (PDUs) from one or more logical channels into a transport channel. The RLC offers link control over the radio interface for user and control data. PDCP provides services in the form of radio bearers to RRC for the control plane and to the IP layer for the user plane. Radio bearers are services used to deliver C-plane and U-plane over the radio interface. RRC is responsible for layer three signalling exchange between the mobile station and the evolved node B.

Logical channels, which are the resources offered from the MAC layer to the upper layers, are characterized by the nature of their information content; they carry information related to both the user and control plane. Logical channels are:

- Broadcast control channel (BCCH): in downlink, broadcasts system information
- Paging control channel (PCCH): in downlink, carries paging
- Common control channel (CCCH): uplink and downlink, used to transmit Radio Resource control (RRC) initial bidirectional signalling between the MS and eNB
- Dedicated control channel (DCCH): uplink and downlink, used to transmit dedicated RRC signalling between the MS and eNB
- Dedicated traffic channel (DTCH): uplink and downlink, dedicated to user data transmission
- Multicast control channel (MCCH): point-to-multipoint, downlink, for multicast control information
- Multicast traffic channel (MTCH): point-to-multipoint, downlink, for multicast traffic

Transport channels are resources offered from the physical to the MAC layer. Transport channels in LTE are shared channels: there are no dedicated transport channels. Transport channels are:

- Broadcast channel (BCH): in downlink, carries part of the system information (SI); additional SI blocks are mapped in the DL-SCH.
- Paging channel (PCH): in downlink, carries paging information.
- Downlink shared channel (DL-SCH): is the most important resource in downlink. Carries data (DTCH) and signalling (BCCH, CCCH and DCCH). Can also carry multicast information. Supports hybrid automatic repeat request (HARQ), dynamic packet scheduling, adaptive modulation and coding.
- Multicast channel (MCH): downlink, carries multicast information.
- Random access channel (RACH): uplink, carries control information between the MS and eNB. Is subject to collisions.
- Uplink shared channel (UL-SCH): is the most important resource in uplink. Carries data (DTCH) and signalling (CCCH and DCCH). Supports HARQ, dynamic packet scheduling, adaptive modulation and coding.

Physical channels are the resources used for transmission over the radio interface. Physical channels are:

- Physical broadcast channel (PBCH): carries the master information block (MIB) from the BCH. In LTE, MIB contains very limited information, like the cell bandwidth, the physical hybrid ARQ indicator channel (PHICH) structure, the system frame number (SFN).
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- Physical HARQ indicator channel (PHICH): downlink, sends ACK/NACKs related to the uplink transmissions on the physical uplink shared channel (PUSCH). Each PHICH is addressed to one MS.
- Physical downlink shared channel (PDSCH): is the most important downlink resource and carries data and signalling. Is allocated on a TTI basis (1 ms) to the mobile stations. The MAC scheduler assigns channel coding, modulation, subcarrier allocation and addresses DL transmissions in the PDCCH.
- Physical downlink control channel (PDCCH): downlink, is used to assign resources in the PDSCH (downlink) and in the PUSCH/PUCCH (uplink).
- Physical control format indicator channel (PCFICH): downlink, indicates dimension, in OFDM symbols, of the control region used for PDCCH in the same subframe.
- Physical multicast channel (PMCH): downlink, is used for multicast.
- Physical uplink shared channel (PUSCH): is the most important uplink resource in a cell and carries data and signalling. Is allocated on a TTI basis (1 ms) to the mobile stations. The MAC scheduler assigns, per each MS, channel coding and modulation, and allocates the subcarriers.
- Physical uplink control channel (PUCCH): carries a channel quality indicator (CQI) and ACK/NACK.
- Physical random access channel (PRACH): carries random access preambles during the random access procedure.

Figure 1.43 shows downlink and uplink channels at logical, transport and physical layers and their mapping. In the figure are also shown the following signals:

- Primary synchronization signal (PSS) and secondary synchronization signal (SSS): both in downlink, are used for cell search and identification by the MS. Together they carry the cell identifier (Id).
- Reference signals (RSs): used in uplink and downlink for channel estimation.

When an MS switches on, it searches and selects one cell through the synchronization signals, then derives system information from the PBCH, executes the random access procedure and sends signalling to register to the network and to set up the default bearer.

The assignment of downlink radio resources in the function of the radio conditions is performed through the channel feedback reporting procedure. During the eNB transmission, the MS measures the downlink channel and sends a feedback to the eNB, which can include the following parameters:

- Channel quality indicator (CQI): the MS indicates the transmission format (modulation and coding scheme and transport block size, or TBS) that the mobile can receive in the next TTI with a block error rate (BLER) lower than 10%.
- Rank indicator (RI): for MIMO, indicates the rank of the estimated channel matrix $\mathbf{H}$. Equals the number of usable spatial streams. It is related to the whole system bandwidth.
- Precoding matrix indicator (PMI): indicates the preferred precoding matrix in a codebook.

Table 1.11 shows the considered parameters for uplink feedback. Based on the feedback, the eNB assigns downlink resources to the MS.
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Figure 1.43 Downlink and uplink channels at logical, transport and physical layers.

Figure 1.44 shows the messages exchanged between an MS and an eNB with the corresponding physical channels during the phases of synchronization and system information acquisition, random access, contention resolution, NAS message transfer, downlink data transfer and uplink data transfer.

1.2.7 LTE Advanced

LTE advanced is the evolution of LTE, standardized starting from release 10 of the 3GPP. The effort was to align release 10 with the requirements set up by the ITU for an IMT advanced system. Table 1.12 shows a comparison between the IMT requirements for a 4G system and the corresponding performances of LTE releases 8 and 10 [8].

<table>
<thead>
<tr>
<th>Table 1.11 Uplink feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>PMI</td>
</tr>
<tr>
<td>RI</td>
</tr>
<tr>
<td>CQI</td>
</tr>
</tbody>
</table>
The principal radio features introduced in LTE advanced are:

- **Carrier aggregation:** two or more carriers, each with a bandwidth of up to 20 MHz, are aggregated. Contiguous and noncontiguous carriers can be aggregated, up to 100 MHz.
- **Extended MIMO configurations:** up to an $8 \times 8$ MIMO configuration is considered in downlink; up to a $4 \times 4$ MIMO configuration is considered in uplink.

### Table 1.12  IMT requirements and LTE release 8 and 10 performances

<table>
<thead>
<tr>
<th></th>
<th>IMT requirements</th>
<th>LTE release 8</th>
<th>LTE release 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak DL data rate</td>
<td>1 Gbps</td>
<td>$\sim 325$ Mbps</td>
<td>$&gt; 1$ Gbps</td>
</tr>
<tr>
<td>Peak UL data rate</td>
<td>500 Mbps</td>
<td>$\sim 85$ Mbps</td>
<td>$&gt; 500$ Mbps</td>
</tr>
<tr>
<td>Control plane latency</td>
<td>50 ms</td>
<td>50 ms</td>
<td>50 ms</td>
</tr>
</tbody>
</table>
Coordinated multiple point (CoMP) transmission and reception: this feature improves high data rate coverage and cell-edge throughput. Downlink coordinated multipoint transmission introduces dynamic coordination among multiple geographically separated transmission points.

Relaying: used to improve the high data rates coverage and the cell-edge throughput, and to provide coverage in new areas. The relay node is wirelessly connected to a radio access network via a donor cell. There are two bidirectional radio links/interfaces: the access link, between the MS and the relay node (RN), and the backhaul link, between the RN and the eNB. The relaying can be inband, if access and backhaul link use the same band, and outband, if access and backhaul link use different bands.

1.3 Wireless Networks

Wireless networks are access networks with a radio connection between the mobile terminal and the first access network node. In general, they do not handle user mobility and therefore are not radiomobile networks.

Wireless networks can be grouped as follows:

- Wireless personal area network (WPAN): are very short range networks, for low or high data rate transmission.
- Wireless local area network (WLAN): are local area networks with a radio interface. Their range is of tens, or hundreds, of metres.
- Wireless metropolitan area network (WMAN): are networks with coverage of the order of few kilometres. They are used mainly for wireless local loop connectivity.

Figure 1.45 shows different coverage ranges of WPANs, WLANs and WMANs.

Wireless networks are different for coverage range, supported bit rates, standards, etc. Figure 1.46 shows the principal IEEE standards for wireless networks.

1.3.1 Wireless LAN

A wireless local area network (WLAN) is a local area network with a wireless connection between the user and the network. WLANs can be used for indoor areas (i.e., offices, homes,
hotels) or limited outdoor areas (i.e., campuses). The principal standard for WLANs is IEEE 802.11, but there is also HiperLAN, the European standard for WLANs.

HiperLAN proposes a solution for local wireless IP transport, defining a physical layer based on the frequency shift keying (FSK) modulation, and operating in the unlicensed band around 5 GHz. HiperLAN/2 extends the first type and is proposed for point-to-point and point-to-multipoint connections. It uses OFDM modulation, TDD duplexing and TDMA multiple access. It also provides quality of service (QoS). Limits on the maximum powers are fixed from the regulator bodies.

IEEE 802.11 defines two network topologies:

- Infrastructure: the WLAN is used to extend a fixed network infrastructure (i.e., LAN, ADSL, or asymmetric digital subscriber line).
- Ad hoc: the stations communicate through a direct link to form an ad hoc network.

Figure 1.47 shows an example of infrastructure and ad hoc network topologies.

The infrastructure network consists of an access point (AP) connected to the network and a set of wireless stations (WSs). The AP with the associated WSs forms a basic service set (BSS). A set of two or more BSSs forming a single network is an extended service set (ESS). An ad hoc wireless network forms an independent basic service set (IBSS).

1.3.1.1 IEEE 802.11a, b and g

IEEE 802.11 defines a common multiple access control for different physical layers b, a and g. Table 1.13 shows the principal characteristics of b, a and g transmission standards [9]. The
first row shows that b and a standards were approved in 1999, while the g standard came out in 2003, and includes b. IEEE 802.11b and g work on the unlicensed 2.4 GHz frequency, while IEEE 802.11a uses the unlicensed 5 GHz band. The maximum bit rate at the physical layer is 11 Mbps for IEEE 802.11b and 54 Mbps for IEEE 802.11a and g. The radio channel is about 20 MHz wide. All the WLAN standards implement a link adaptation mechanism that adjusts the transmission format (modulation and coding) to the estimated radio link quality.

Table 1.13  Principal characteristics of b, a, and g transmission standards

<table>
<thead>
<tr>
<th></th>
<th>802.11b</th>
<th>802.11a</th>
<th>802.11g</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum physical</td>
<td>11 Mbps</td>
<td>54 Mbps</td>
<td>54 Mbps</td>
</tr>
<tr>
<td>layer bit rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modulation</td>
<td>CCK</td>
<td>OFDM</td>
<td>OFDM and CCK</td>
</tr>
<tr>
<td>PHY bit rates</td>
<td>1, 2, 5.5, 11 Mbps</td>
<td>6, 9, 12, 18, 24, 36, 48, 54 Mbps</td>
<td>OFDM: 6, 9, 12, 18, 24, 36, 48, 54 Mbps</td>
</tr>
<tr>
<td>Frequencies</td>
<td>2.4–2.497 GHz</td>
<td>5.15–5.35 GHz</td>
<td>2.4–2.497 GHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.425–5.675 GHz</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.725–5.875 GHz</td>
<td></td>
</tr>
</tbody>
</table>

IEEE 802.11b uses the direct sequence spread spectrum (DSSS), with speeds of 1, 2, 5.5 and 11 Mbps. Table 1.14 shows that 1 and 2 Mbps are obtained by changing the modulation (BPSK or QPSK) and by maintaining the binary Barker code for the spread spectrum. The Barker code is the following spreading sequence of 11 chips: 1–11–111–1111–1–1–1.

Complementary code keying (CCK) is the encoding technique adopted for 5.5 and 11 Mbps, and the principle is shown in Figure 1.48. The CCK codeword is:

\[
CCK_{\text{codeword}} = \{ e^{j(\phi_1 + \phi_2 + \phi_3 + \phi_4)}, e^{j(\phi_1 + \phi_2 + \phi_3)}, -e^{j(\phi_1 + \phi_2 + \phi_3)}, e^{j(\phi_1 + \phi_2 + \phi_3)}, e^{j(\phi_1 + \phi_2)}, e^{j(\phi_1 + \phi_2)}, e^{j(\phi_1)}, e^{j(\phi_1 + \phi_2 + \phi_3)} \} \tag{1.11}
\]

Different bit-phase mapping is used for 5.5 and 11 Mbps bit rates. In the first case, four bits are mapped into four phases to obtain the CCK codeword; in the second case, eight bits are mapped into four phases to obtain the CCK codeword. The codeword identifies the QPSK modulation symbols.

**Table 1.14** Low bit rates (1 and 2 Mbps) encoding for IEEE 802.11b

<table>
<thead>
<tr>
<th>Bit rate</th>
<th>Code length</th>
<th>Modulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Mbps</td>
<td>11</td>
<td>BPSK</td>
</tr>
<tr>
<td>2 Mbps</td>
<td>11</td>
<td>QPSK</td>
</tr>
</tbody>
</table>

**Figure 1.48** High bit rates (5.5 and 11 Mbps) encoding for IEEE 802.11b.
Table 1.15  IEEE 802.11a and IEEE 802.11g modulation and coding schemes

<table>
<thead>
<tr>
<th>PHY bit rate (Mbps)</th>
<th>Coding rate</th>
<th>Modulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>1/2</td>
<td>BPSK</td>
</tr>
<tr>
<td>9</td>
<td>3/4</td>
<td>BPSK</td>
</tr>
<tr>
<td>12</td>
<td>1/2</td>
<td>QPSK</td>
</tr>
<tr>
<td>18</td>
<td>3/4</td>
<td>QPSK</td>
</tr>
<tr>
<td>24</td>
<td>1/2</td>
<td>16-QAM</td>
</tr>
<tr>
<td>36</td>
<td>3/4</td>
<td>16-QAM</td>
</tr>
<tr>
<td>48</td>
<td>2/3</td>
<td>64-QAM</td>
</tr>
<tr>
<td>54</td>
<td>3/4</td>
<td>64-QAM</td>
</tr>
</tbody>
</table>

The radio channels in IEEE 802.11 are about 20 MHz wide, and in general are not separated but overlapping. This results in a poorer radio link and then in a lower bit rate per user. IEEE 802.11g and IEEE 802.11a introduce orthogonal frequency division multiplexing (OFDM), with transmission formats (modulation and coding) adapted to the radio link quality. The modulation and coding schemes are the same for the two standards g and a, and are shown in Table 1.15.

### 1.3.1.2 IEEE 802.11 Medium Access Control

In the infrastructure mode, the wireless stations (WSs) must be synchronized to a common clock, distributed from the access point (AP). The AP transmits, at target beacon transmission (TBTT) intervals, the beacon frame, where it copies the value of its timer \(\text{timestamp}\). The stations of the BSS update their timer at that value. The other values broadcasted in the beacon frame are:

- Beacon interval;
- Service set identifier (SSID); the AP can be configured not to transmit the SSID;
- Supported rates;
- Physical layer parameter set; and
- Traffic information map: carries the identifiers of the WSs having data to be transmitted in the next TBTT and is used for power save.

The MAC layer in IEEE 802.11 includes three functions: the distributed coordination function (DCF), DCF-request to send/clear to send (DCF-RTS/CTS) and point coordination function (PCF). The DCF is mandatory in IEEE 802.11. It uses carrier sense multiple access–collision avoidance (CSMA/CA). Before transmission, each WS listens to the medium; if the channel is sensed free for an established interval, called the distributed interframe space (DIFS), then the station transmits; otherwise it executes a backoff procedure, which calculates a backoff time through a random function. The backoff time is calculated as follows:

\[
\text{Backoff\_time} = \text{Random()} \times \text{slot\_time} \quad (1.12)
\]
Equation (1.1) assumes, according to a uniform distribution, values in the range $[0, CW]$, where $CW$ is the contention window. The slot time is an interval strictly dependent on the physical layer (i.e., 20 $\mu$s for 802.11b and 9 $\mu$s for 802.11a). As soon as the wireless station senses the medium is free, it starts to decrease the backoff timer and freezes the countdown if the radio becomes busy. When the counter reaches the value zero, the WS, after having sensed the medium free for a DIFS, transmits the MAC service data unit (MSDU). If the MSDU is correctly received, it is acknowledged through an ACK message. If the ACK is not received in a short interframe space (SIFS), the MSDU is retransmitted. The SIFS is shorter than the DIFS. Figure 1.49 shows an example of the CSMA/CA mechanism with two wireless stations.

An optional function provided from the IEEE 802.11 MAC is a distributed coordination function-request to send/clear to send (DCF-RTS/CTS), also called a virtual carrier sense (VCS). The virtual carrier sense solves the ‘hidden node’ problem, shown in Figure 1.50.
In the figure, WSs A and B see the access point, but A is not able to see B and vice versa. A is a hidden node for B and B is a hidden node for A. The mechanism of a two-way handshake, realized through the introduction of the packet’s request to send (RTS) and clear to send (CTS), solves the problem of hidden nodes. With virtual carrier sense wireless station A, following the rules of DCF, transmits an RTS packet. The RTS contains the source address, the destination address and the duration of the transmission expressed in μs. The access point acknowledges the reception of the RTS through a clear to send (CTS) packet, where it copies the duration field of the received RTS, minus the value of an SIFS and of the time needed to transmit the CTS frame:

\[
\text{Duration}_{\text{Rx}} = \text{Duration}_{\text{Tx}} - t(\text{CTS}) - \text{SIFS}
\]

The CTS is received from all the stations in the AP range. After receiving the RTS or CTS packet, a station sets the network allocation vector (NAV) timer at the value ‘duration’ contained in the received packet, and it will not attempt the access the medium until the NAV reaches the value zero. With virtual carrier sense collisions occur only among RTS/CTS packets, which are very short.

The point coordination function (PCF) is optional in IEEE 802.11 and is provided only in the infrastructure mode. In this case the access is controlled from the AP, acting as the point coordinator (PC). Contention free transmissions are allowed in a period called the contention free period (CFP). CFP begins with a beacon frame and alternates to the contention period (CP), where the access is regulated from the DCF. The alternation of CFP and CP is shown in Figure 1.51. A new time interval, the PCF interframe space (PIFS), which is smaller than the DIFS, is introduced to separate the end of the CP and the beacon transmission.

### 1.3.1.3 IEEE 802.11n

In 2009, IEEE 802.11n final standard version was approved. It introduces enhancements to the MAC layer to decrease the latency and to the physical layer to improve the bit rate. The main physical layer enhancements are:

- Dual carrier
- MIMO

The maximum physical bit rate achievable in IEEE 802.11n is 600 Mbps using a 40 MHz wide channel and four spatial streams. Thirty-one modulation and coding schemes (MCSs)

![Figure 1.51 Alternation of DCF and PCF.](image-url)
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Table 1.16  IEEE 802.11n modulation and coding schemes, with carrier aggregation

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Coding rate</th>
<th>Number of spatial streams</th>
<th>20 MHz channel</th>
<th>40 MHz channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>GI 800 ns</td>
<td>GI 400 ns</td>
</tr>
<tr>
<td>BPSK</td>
<td>1/2</td>
<td>1</td>
<td>6.5</td>
<td>7.2</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>1</td>
<td>13</td>
<td>14.4</td>
</tr>
<tr>
<td>QPSK</td>
<td>3/4</td>
<td>1</td>
<td>19.5</td>
<td>21.7</td>
</tr>
<tr>
<td>16-QAM</td>
<td>1/2</td>
<td>1</td>
<td>26</td>
<td>28.9</td>
</tr>
<tr>
<td>16-QAM</td>
<td>3/4</td>
<td>1</td>
<td>39</td>
<td>43.3</td>
</tr>
<tr>
<td>64-QAM</td>
<td>2/3</td>
<td>1</td>
<td>52</td>
<td>57.8</td>
</tr>
<tr>
<td>64-QAM</td>
<td>3/4</td>
<td>1</td>
<td>58.5</td>
<td>65</td>
</tr>
<tr>
<td>64-QAM</td>
<td>5/6</td>
<td>1</td>
<td>65</td>
<td>72.2</td>
</tr>
<tr>
<td>BPSK</td>
<td>1/2</td>
<td>2</td>
<td>13</td>
<td>14.4</td>
</tr>
<tr>
<td>QPSK</td>
<td>1/2</td>
<td>2</td>
<td>26</td>
<td>28.9</td>
</tr>
<tr>
<td>QPSK</td>
<td>3/4</td>
<td>2</td>
<td>39</td>
<td>43.3</td>
</tr>
<tr>
<td>16-QAM</td>
<td>1/2</td>
<td>2</td>
<td>52</td>
<td>57.8</td>
</tr>
<tr>
<td>16-QAM</td>
<td>3/4</td>
<td>2</td>
<td>78</td>
<td>86.7</td>
</tr>
<tr>
<td>64-QAM</td>
<td>2/3</td>
<td>2</td>
<td>104</td>
<td>115.6</td>
</tr>
<tr>
<td>64-QAM</td>
<td>3/4</td>
<td>2</td>
<td>117</td>
<td>130</td>
</tr>
<tr>
<td>64-QAM</td>
<td>5/6</td>
<td>2</td>
<td>130</td>
<td>144.4</td>
</tr>
<tr>
<td>BPSK</td>
<td>1/2</td>
<td>3</td>
<td>19.5</td>
<td>21.7</td>
</tr>
<tr>
<td>64-QAM</td>
<td>5/6</td>
<td>4</td>
<td>260</td>
<td>288.9</td>
</tr>
</tbody>
</table>

are defined in IEEE 802.11n, and some of them are shown in Table 1.16. The bit rates change if the guard interval (GI), which is the duration of the cyclic prefix, is 400 or 800 ns.

Under development are two other standards, IEEE 802.11ac and IEEE 802.11ad. IEEE 802.11ac and IEEE 802.11ad provide high throughput respectively on the 5 GHz and 60 GHz bandwidths, up to Gbps.

1.3.1.4  IEEE 802.11p

IEEE 802.11p provides some changes to the IEEE 802.11 standard to fasten link setup and ad hoc mode operation. The physical layer remains almost unchanged, except for the frequencies, which are in the spectrum of 5.9 GHz. IEEE 802.11p is considered for wireless access in vehicular environments (WAVEs) and can be the wireless interface for intelligent transportation systems (ITSs).

In terms of functional requirements, the ITS architecture provides a complete interaction among:

• Service centers, which manage the ITS applications, are IP interconnected to the other entities.
Next generation roadside infrastructure, capable of interworking with the already deployed infrastructure, is connected to the service centres and realizes the short–medium range wireless communication with the vehicles.

Vehicular infrastructure, capable of supporting communications with the other vehicles and with roadside infrastructure.

Personal devices used by the driver or the passenger to communicate with the ITS world. These elements are interconnected and exchange data and information through a set of wireless communication networks.

### 1.3.2 Wireless MAN

A wireless metropolitan area network (WMAN) is a wireless network with a wide coverage, like a metropolitan area. The principal standard for WMANs is IEEE 802.16, which has two versions:

- IEEE 802.16d, standardized in 2004 and called fixed WiMax.
- IEEE 802.16e, which came out in 2005 as an amendment to the IEEE 802.16d. Even if IEEE 802.16e does not automatically imply mobility, it is often identified with mobile WiMax.

The term WiMAX is often used to identify IEEE 802.16 standard systems, but it comes from the WiMAX forum, an organization that certifies and promotes the compatibility and interoperability of broadband wireless products based on IEEE Standard 802.16.

In many countries fixed WiMAX works around 3.5 GHz. General characteristics of fixed WiMAX are:

- Duplexing can be TTD or FDD.
- The physical layer adopts OFDM modulation, with QPSK, 16-QAM, 64-QAM in uplink and downlink.
- The choice of the modulation and coding scheme is adapted to the radio channel conditions.
- The bandwidth is variable, but with a fixed number of 256 subcarriers.
- The MAC layer is connection oriented, based on TDMA in uplink and downlink. It supports quality of service (QoS).

#### 1.3.2.1 IEEE 802.16e

Mobile WiMAX [10] implies the idea of mobility. In that case, it must include procedures for mobility handling and handover, and can be counted among the third generation systems.

The network architecture of mobile WiMAX is shown in Figure 1.52. It is an all IP network architecture, with support of QoS. The mobile station (MS) connects, through a standard radio interface, with a mobile WiMax base station (BS). The BS realizes the radio coverage, broadcasts cell parameters, makes measurements over the uplink, receives the channel quality indicators (CQIs) from the MSs and schedules radio resources to the mobile users. The base stations are connected through the R8 interface. The mobile WiMAX base stations are also connected, through the R6 interface, to the access service network gateway (ASN-GW), which manages the user and control planes and connects the WiMAX access network to the
IP-based core network. The ASN-GW is involved in the registration, mobility management, authentication, paging, billing and the service flow control.

General characteristics of the first IEEE 802.16e, also called mobile WiMAX release 1.0, are [11]:

- The duplexing is TDD.
- The physical layer adopts OFDMA multiple access, with QPSK, 16-QAM and 64-QAM modulations.
- The choice of the modulation and coding scheme is adapted to the radio channel conditions.
- The bandwidth is variable and can be 1.25, 5, 10 and 20 MHz.
- Subcarrier spacing is independent from the bandwidth, and is of 10.94 kHz.
- The MAC layer is connection oriented, based on the assignment of a group of subcarriers in a given time. It supports quality of service (QoS). This is valid for both the uplink and the downlink.
- Frequencies are licensed, in the range 3.4–3.6 GHz in most countries.
- Possibility of MIMO.
Table 1.17  Mobile WiMAX number of subcarriers for different channel bandwidths

<table>
<thead>
<tr>
<th>System BW (MHz)</th>
<th>1.25</th>
<th>5</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of subcarriers</td>
<td>128</td>
<td>512</td>
<td>1024</td>
<td>2048</td>
</tr>
</tbody>
</table>

Because of the different characteristics, mobile WiMAX is not backward compatible with fixed WiMAX and has good performances even for fixed applications. Table 1.17 shows the different number of subcarriers in the case of channel bandwidths (BWs) of 1.25, 5, 10 and 20 MHz.

The performances of mobile WiMAX release 1.0 are comparable to the performances of HSPA. In 2009, an evolution of mobile WiMAX came out, also known as mobile WiMAX release 1.5. It introduced an evolved radio interface with the following goals:

- Extension of the TDD profile to FDD paired bands;
- Multicast/broadcast services enabling;
- Improvement of MAC layer efficiency; and
- New MIMO configurations, to improve capacity and cell edge throughput.

The performances of mobile WiMAX release 1.5 are comparable to the performances of HSPA+.

1.3.2.2 IEEE 802.16m

In 2011 the IEEE 802.16m standard, also called mobile WiMAX release 2.0, was approved. IEEE 802.16m satisfies the International Telecommunication Union (ITU) requirements for an International Mobile Telecommunications (IMT)-advanced (4G) system. It can operate in a licensed spectrum allocated to mobile or fixed broadband services, such as:

- 450–470 MHz
- 698–960 MHz, also identified for IEEE 802.16e
- 1710–2025 MHz
- 2110–2200 MHz
- 2300–2400 MHz, also identified for IEEE 802.16e
- 2500–2690 MHz, also identified for IEEE 802.16e
- 3400–3600 MHz, also identified for IEEE 802.16e

IEEE 802.11m is backward compatible with IEEE 802.11e, and adds some features to meet IMT-advanced requirements, such as:

- Carrier aggregation: two or more carriers, each with a bandwidth up to 20 MHz, can be aggregated. Contiguous and noncontiguous carriers can be aggregated.
- Extended MIMO configurations: up to an $8 \times 8$ MIMO configuration is considered in downlink; up to a $4 \times 4$ MIMO configuration is considered in uplink.
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- Multibase station MIMO: includes with downlink coordinated transmission among different base stations. Improves high data rate coverage and cell-edge throughput.
- Relaying: used to improve the coverage of high data rates, cell-edge throughput, provide coverage in new areas.
- Enhanced multicast and broadcast services (E-MBS): offered on multicast connections to improve performance and operation in the power save mode.

### 1.3.3 Wireless PAN

A wireless personal area network (WPAN) is a wireless network with a very short coverage. There are many standards related to WPANs, with different properties like frequency, setup time, bit rates, number of nodes, etc. This section lists the most commonly used WPANs, with their main characteristics.

#### 1.3.3.1 Radio Frequency Identification

A radio frequency identification system consists of two elements:

- The transponder, or tag, placed on the item to be identified
- The reader, or detector, able to read the tag

RFiD tags can be passive, if they are not alimented by a battery; active, if are alimented by a battery that is used to feed the radio communication part; semi-passive, if are equipped with a battery that feeds, for example, a memory or an onboard sensor but is not used for radio communication.

The coupling in passive RFiD can be:

- Inductive, based on the generation of a current induced by a magnetic field generated from the reader
- Backscatter, based on the transmission of an electromagnetic wave that is partially reflected and eventually modulated (modulated backscatter)

Frequency ranges for RFiD systems can be of low, medium or high frequencies, as shown in Table 1.18. RFiD uses different frequencies, different standards and different typologies of tags.

#### 1.3.3.2 Near Field Communication

Near field communication (NFC) can be considered as an evolution of contactless RFiD technology. It can be integrated in a cell phone or in an SIM and can operate in three modes:

- As an emulation of a passive tag. In this case the cell phone can become a badge, a ticket, a credit card, etc.
- As a tag reader.
- To make a peer-to-peer connection with another device in order to exchange data, etc.
Table 1.18 Frequency ranges for RFiD, with standards and principal applications

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Standards</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>125.5 kHz</td>
<td>ISO 14223</td>
<td>Animal identification</td>
</tr>
<tr>
<td>134.2 kHz</td>
<td>ISO 11785, ISO 11784, ISO 18000-2</td>
<td></td>
</tr>
<tr>
<td>433.05–434.79 MHz</td>
<td>ISO 1800-7</td>
<td>Remote control</td>
</tr>
<tr>
<td>868–870 MHz (EU)</td>
<td>ISO 18000-6</td>
<td>Logistic and object identification</td>
</tr>
<tr>
<td>902–928 MHz (USA)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>960 MHz (Japan)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4–2.483 GHz</td>
<td>ISO 18000-4</td>
<td>Several systems, including vehicle identification (ISO 1800-4)</td>
</tr>
</tbody>
</table>

NFC works at the frequency of 13.56 MHz, has a range of a few centimetres, is based on ISO 18092 standard and is compatible with ISO 14443.

In March 2004 the NFC Forum was constituted, with the aim to ensure a minimum level of interoperability between devices and to develop specifications that are not included in the ISO standard. NFC can be considered as a service enabler, mainly for e-payments and m-payments.

1.3.3.3 Bluetooth and IEEE 802.15.1

Bluetooth was born as an industrial standard working in the 2.4 GHz Industrial, Scientific and Medical (ISM) band, promoted by Ericsson and then developed by the Special Interest Group (SIG), an association constituted in 1999 from Sony Ericsson, IBM, Intel, Toshiba, Nokia and other societies. The IEEE 802.15.1 standard was published in 2002 and is based on the Bluetooth v1.1 specifications.

Bluetooth v1.1 divides the spectrum into 1 MHz sub-bands, and uses frequency hopping as the multiple access technique. The modulation is Gaussian frequency shift keying. The Bluetooth range is of the order of magnitude of metres or tens of metres.

Bluetooth devices are able to create a network called a piconet. In the first phase, called inquiry, a wireless station acting as a master searches for other devices that are in the direct neighbourhood, called slaves. Then the page phase follows, where a slave device requests a connection. The master assigns physical resources, like hopping frequency and ciphering keys. The physical bit rate shared among the devices in a piconet is 1 Mbps in the Bluetooth v1.1. Concatenated piconets form a scatternet. In Figure 1.53, three piconets form a scatternet.

After Bluetooth v1.1, other versions were standardized. Bluetooth v1.2 includes some enhancements to Bluetooth v1.1, like faster connection and discovery, improvements of voice and audio quality. Bluetooth v2.1 is backward compatible with v1.2 and increases the maximum bit rate up to 3 Mbps. Bluetooth v3 is for high bit rates, up to 24 Mbps. In this case the Bluetooth link is used for connection establishment and a WiFi link is used for high bit rate data transmission. Bluetooth v4 is a protocol suite containing classic Bluetooth, Bluetooth
high speed (based on WiFi) and Bluetooth low energy. Bluetooth low energy includes a new protocol stack for low power consumption, low bit rate of about 250 kbps and short setup time. Bluetooth low energy and near field communication (NFC) can both be integrated in mobile phones and can both be used as short range communication technologies.

1.3.3.4 IEEE 802.15.3

IEEE 802.15.3 is a standard, published in 2003, for high bit rate WPANs, which defines physical and MAC protocols for a network supporting up to 245 wireless devices in an area of tens of metres, with bit rates ranging from 11 Mbps to 55 Mbps. IEEE 802.15.3 uses 15 MHz wide channels in the 2.4 GHz unlicensed band. The choice of modulation and trellis code redundancy depends on the conditions of the radio channel.

The MAC protocol is based on a master–slave model in which a device, the piconet controller (PNC), controls the piconet. The PNC main tasks are:

- To manage device associations and disassociation,
- To coordinate the access to the radio channel of the devices forming the piconet,
- To coordinate the activities in the power save mode, and
- To manage the coexistence with other piconets sharing the same radio channel.

The piconet can support different types of traffic, like audio and video streams or best effort. The PNC sends a beacon that indicates the beginning of a superframe, consisting of two periods:

- Contention access period (CAP), based on CSMA and used for best effort traffic
- Channel time allocation period (CTAP), used for streaming or real time services
To transmit in the CTAP, a device requests time allocations to the PNC. If granted from the PNC, the device has exclusive access to the requested resource. A piconet can have one or more PNCs in the form of child PNCs. The PNC allocates to the child piconet coordinator a CTAP, where it transmits the beacon and allocates the resources to the devices belonging to the child piconet.

In 2009, a new IEEE standard for very high data rates, the 802.15.3c, was published. It consists of a new physical layer operating in the unlicensed band from 57 to 64 GHz, able to reach physical bit rates of up to 5.3 Gbps. Figure 1.54 shows the available bandwidths in Japan, Korea, Australia, Europe and North America. There is at least a 3.5 GHz contiguous spectrum available worldwide.

In North America, four channels of 2.16 GHz centred at 58.320 GHz, 60.480 GHz, 62.640 GHz and 64.800 GHz are defined. The radio is based on single carrier transmission with 14 different modulation and coding schemes, with bit rates up to 5.3 Gbps. The MAC layer is based on IEEE 802.15.3 MAC, with some enhancements. Typical applications for such bit rates are high definition uncompressed streaming video, interactive gaming, digital photography and digital home movies.

1.3.3.5 IEEE 802.15.4 and Zigbee

The IEEE 802.15.4 [12] standard defines the PHY and MAC for very low power, low bit rate network links. The radio transmission is based on the direct sequence spread spectrum (DSSS) on the following unlicensed bands:

- From 868 to 868.6 MHz, with a 600 KHz wide channel,
- From 902 to 928 MHz, with 10 channels of 2 MHz, and
- From 2.4 to 2.495 GHz, with 16 channels of 5 MHz.

The bit rate is of 20 kbps in the 868 MHz band, of 40 kbps in the 900 MHz band and of 250 kbps in the 2.4 GHz band. The modulation chosen for transmission in the bands of 868 and 900 MHz is BPSK; in the band of 2.4 GHz offset quadrature phase shift keying (OQPSK) is used.
The physical layer also defines procedures for:

- Activation and deactivation of the radio transceiver,
- Energy detection (ED): to select the appropriate channel,
- Link quality indication (LQI): to feedback the quality of a received packet, and
- Clear channel assessment (CCA): to determine if the channel is available for transmission.

The MAC protocol is based on the optional use of a superframe structure. There is a coordinator that defines the superframe structure, starting from a beacon frame and composed of 16 slots. The beacon is sent from the coordinator for synchronization purposes and contains network information and the superframe structure.

The superframe can be divided into two periods:

- Contention access period (CAP), based on CSMA
- Contention free period (CFP), where the coordinator allocates time slots to the devices that have requested guaranteed resources

The superframe can have inactive periods where devices turn to the power save mode. If the coordinator does not want to enable the superframe, it does not send the beacon and all transmissions follow CSMA/CA to access the channel.

Zigbee architecture is an enabler of sensor networks and Internet of things. A Zigbee network is formed of devices that can be of two types: full function device (FFD) or reduced function device (RFD). The coordinator must be a full function device.

![Zigbee protocol stack](image)
The Zigbee protocol stack is shown in Figure 1.55. It is based on IEEE 802.15.4 physical and MAC layers and defines the upper layer protocols to create a multihop ad hoc network. The Zigbee layer includes the following features: form a network, enter and leave a network, routing, security, etc.

Zigbee network topology can be star, peer-to-peer and cluster three. Network topologies are shown in Figure 1.56. Cluster three topology is obtained by combining star, point-to-point and mesh topologies. Reduced function devices are limited to star topologies and are able to talk only with the coordinator. Full function devices can be coordinators and can be used in any network topology. A Zigbee network can be of up to 65 534 nodes; a coordinator can manage up to 255 active nodes at a time.
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